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Preface

The Space Programs Summary is a six volume, bimonthly publication designed to

report on JPL space exploration programs, and related supporting research and

advanced development projects. The subtitles of all volumes of the Space Programs

Summary are.

Vol. I. The Lunar Program (Confidential)
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Vol. III. The Deep Space Network (Unclassified)
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appropriate material from Volumes I, II, and III and a reprint of the space science

instrumentation studies of Volumes I and II.

W. H. Pickering, Director

Jet Propulsion Laboratory
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SYSTEMS DIVISION

I. Systems Analysis

A. Investigation of Planetary
Atmospheres

D. L. Cain

The development of the DSIF high precision doppler
system has made feasible a new means of investigation

of planetary atmospheres. Essentially the method con-

sists of analyzing deviations in the signal received from

a spacecraft when that signal has passed through some

portion of the planet's atmosphere. Various effects can

be observed which may be predicted by quite simple

theoretical models. Some of the principles and theory

useful in this analysis will be given here.

The first simplifying assumption, which is very useful

in preliminary analysis, is that the electromagnetic signal

behaves like a very thin pencil of light-and the path

taken is the shortest-time path. This permits the use of

ray-tracing techniques (geometric optics). The degree to

which this hypothesis holds will be the subject of further

analysis.

The shortest-time path which the ray takes will be de-

termined by the velocity, which is defined relative to the

free-space velocity of light by the index of refraction

C

n_ m
/9

where c = velocity of light in vacuum and v = velocity

of light at the point.

Both because of mathematical simplification and also

because it closely corresponds to physical reality, the

assumption is made that the index of refraction is a

function of the distance from the center of the planet.

Even for an oblate planet, the assumption will hold at

least in the area traversed by the ray.

Under these conditions the minimum time path is given

by the polar-coordinate equation

'; r_ni dr0 = r (r2n z - r_n*_
"i $ _!
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where r--distance from center of planet, integration

variable; 7-- distance to point p on ray-path; 0 = angle

from closest approach to point p; and rl, n_ --- distance

and index of refraction at closest approach point.

This improper integral is more tractible if one integra-

tion by parts is performed. Also, because only the total

bending is of interest, only the excess of 0 over 90 deg,

for _ at infinity will be computed. Call this total bend-

ing 80 (for a ray proceeding from closest approach to
infinity):

where

_ [ 1 dF 2F']SO =ui , (u =-u_)_ "u2du u3 Idu

u= rn (ui = r,ni)

rn p
F-

n q- rn p

dF nn' + n" nr + r (n')"

du (n + n'r) 3

n" first and second derivatives of n with re-and n', =

spect to r.

The dependency of the integral upon the parameter

n -4-rn' is shown. When this parameter is zero, the inte-

gral does not exist; this represents the case of a ray cir-

cling the planet. The expression giving the time difference

ST, relative to a somewhat arbitrary reference path,

o -a (Fig. 1), is given by

l fu°_ /dF'_du87"= rb -- ro = c , (u=-- \ Tff,,]

where T_ is the time it takes a ray to go from Point o on
the asymptote to Point b, and Tb is the time it takes a

ray to go from Point o to Point a at v = c.

O--

f

_ __

Fig. 1. Ray path geometry

One other principle useful in describing the effects on

a light-ray which encounters a planet is the asymptotic

distance f. Assuming that n equals unity at a large dis-

tance away from the planet, the limiting straight line

path yields the asymptotic distance

f -_- l.in i

The distance f is then seen to be independent of the

refraction profile n (r).

These quantities 80, ST, and f are sufficient to construct

a model of expected doppler deviations; this model can

be used for regression to atmospheric refraction profile

parameters.

B. A Fundamental Theorem on

Optimal Final Value Control
C. G. Pfeiffer

1. Introduction

The final value control problem consists of choosing

the piecewise continuous control function 1 y (t) in such

a way as to minimize at the final time T the function

flo (x (T)), subject to the boundary conditions fli (_(T)) = 0

for i = 1, 2, • • • r, where £ (t) is the n-dimensional state

vector of the system as determined by

d
d'-7x = T(x-, y, t) (1)

and _ (0) and the vector function fare known. We assume

that the "boundary functions" fli (x) are linear functions
of _; that r-4- l_n; and that the matrix [8/_(_)/_(T)]

has rank equal to r -4- 1 (i.e., the fli are distinct). This

problem was discussed in Refs. 1 and 2, where certain

necessary and sufficient conditions for optimality were

presented. It is the purpose of this article to prove the

fundamental theorem presented in Ref. 2; to extend the
results to include bounded control functions; and to treat

singular extremals and abnormal points.

_For simplicity we assume the control function y (t) to be a scalar.

The results presented here can be extended to the case of a vector

function _ (t).

2
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The notation used is as follows: The independent vari-

able is t, which may be thought of as time; T is the (fixed)

final time; other capital letters are matrices; column vec-

tors are denoted by a bar (-) over a small letter; the

transpose of a vector or matrix is indicated by the super-

script '; and the subscript s denotes the "standard" (i.e.,

the nominal or reference) value of the subscripted quan-

tity. The notation (t) may be omitted in equations in order

to simplify the notation, and the limits of the integral

f( "" • )dt are implicitly assumed to be (0, T).

2. The First and Second Variations of the

Boundary Functions

We assume that there exists a "standard" trajectory

(sometimes called nominal or reference trajectory) gen-

erated by the control function y, (t), and consider the

variation 8k (t) arising from an arbitrary control variation

8y (t) where

8y (t) = y (t) - y, (t)

(t) = - (t)

and _, (t) defines the standard trajectory in (_, t) space.

By developing Eq. (1) as a Taylor series expansion in

terms of 8xi (t) and 8y (t), and by introducing a modified

form of the well known state transition matrix, 8_ (t) can

be expressed as an integral function (functional) of 8y (t).
It can be shown that the variation in the ith boundary

function can be written (Ref. 1)

fr lf0rSt, = ) '1, (t) 8y (t) dt + --_ t;, (t) 8y 2 (t) dt

+½ f[k,(t,T)sy(t)sy(,)dtd 

÷ higher order terms

(2)

where 8/31 =/3i-/3i_. The 7i (t) is called the influence

(Green's) function; _i (t) is called the weighting function;

and ki (t, r) is a real symmetric kernel. The term con-

taining 8y (t) is said to be the first variation of t3, and

the two terms which are second order in 8y (t) are (with

the factor _ deleted) said to be the second variation of

8/3i. If we consider only small (weak) variations 8y (t),

the higher order terms in Eq. (2) may be dropped and the

resulting expression is then a second order functional

expansion of fli.

It is shown in Ref. 2 that the first necessary condition

for optimality is that the influence functions be linearly

dependent, i.e., there are constants (Lagrange multipliers)
such that

'1" (t) & _ v_7, (t) --- 0 (3)
i=O

The second necessary condition for optimality (the

Legendre condition) is

_* (t) _ _ v,_, (t) _-_ 0 (4)
i=O

Eqs. (3) and (4) follow, respectively, from an analysis of
the first and second variations of the fli, as described

by Eq. (2).

3. The Boundary Function Space (Fig. 2)

A geometrical interpretation of the optimal final value

control problem is afforded by constructing an r ÷ 1 di-

mensional Euclidean boundary function space, where the

ith coordinate of a point in the space is given by 8fl_.

Thus a point described by 8/3 represents the mapping of

the function 8y (t) to the boundary function space, and the

coordinates 8fli are functionals of 8y(t). The standard

trajectory is given by 8/3 = 0. The analysis of optimal

trajectories from the geometrical point of view consists

of studying the envelope of points reachable by applying

arbitrary control variations.

It is shown in Ref. 2 that an orthonormal rotation

matrix L can be found which transforms the boundary

function space coordinates according to

where

8fT* = L8/3 (5)

)-

'1o= 2_ 10iT_(t)=0
i=O

8B

REACHABLE POINTS

_- 8Bo

Fig. 2. The boundary function space for r ---- 1

3
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and

fT {0, if i :/: j_li(t)_l_(t)dt= _', ifi=i

(It can be seen that 10i = vi in Eq. 3.) The 8B_ will hence-
forth be called the "proper" coordinates.

To facilitate the analysis to follow, we shall assume

that the trajectory is either a strictly nonsingular extremal,

i.e., _*0(t) > 0 for all 0 L t _ T, or a singular extremal, i.e.,
_ (t) = 0 for all 0 _ t L T. We justify this approach by
decomposing a trajectory into singular and strictly non-

singular segments and treating each such segment as a

separate trajectory. For the case of _* (t) = 0 only at a
finite number of points, we approximate the weighting

function to within an arbitrarily small error by a function

_ (t) > 0. (We do not consider the case _ (t) = 0 at an
infinite number of points.) Without loss of generality it

can be assumed that _(t) = 1 for a strictly nonsingular
extremal, for we define

89 (t) = [_ (t)]_ 8y (t)

_i (t) = [to* (t)]-_ */i (t)

A

k, (t, ,) = [_ (t) _* (z)]-_ k, (t, T)

and substitute the ^ quantities into Eq. (2) to show that
ffi (t) -- 1. We shall henceforth drop the/x notation and

proceed under the assumption that the weighting func-
tion is either zero or one.

For a strictly non-singular extremal Eq. (2) becomes

lfo lf foT8#*= 8y (t) at +

+ higher order terms

k*(t, ,) 8U(t) 8U(,) dt d,

(6)

f0 T
St* ---- '1"(t) 8y (t) dt + higher order terms (7)

where k*(t, r)= k*(t, r). Restricting 8y (t) to be small,
and assuming only _* (t) = 0, we delete the higher order
terms in Eqs. (6) and (7), and seek to determine the

envelope of points in the boundary function space which

are reachable by varying the control. To accomplish this

we minimize 8fl_, subject to _fl,* = given, for i = 1, 2, • •, r,
where the 8fl_ are considered to be parameters taking on
all values to generate the equation of the envelope.

For the simple case of only one end condition to be

met (r = 1), and for the strictly nonsingular ease, it is

shown in Ref. 2 that the envelope of reachable points

is described by

1
: (0) (s)

where o is the radius of curvature of the envelope at the

origin, given by

__/ d_ \

The m are the characteristic constants 2 of the real

symmetric kernel k*(t, r) and the dl are the Fourier

coefficients of _/*(t), i.e.,

T
d, = _(t) _,(t) dt i = 1,2, • • • , o¢ (10)

where the q,i (t) are the characteristic functions corre-

sponding to the ,_. Eq. (9) differs from the analogous

result in Ref. 2 in that _/_(t) has been replaced by its
Fourier expansion _ d_bi (t). It is easily shown from the

analysis of Ref. 2 that p = 0 implies that the envelope

degenerates into a ray from the origin (the classical "con-

jugate point" condition) and p = oo implies that the

envelope is a straight line. Various types of reachable

envelopes are pictured in Fig. 3.

4. The Fundamental Theory for Strictly
Nonsingular Extremals

For simplicity we restrict ourselves to the simple case

r -- 1 (the more general case is straightforward, but cum-

bersome to describe), and prove the following:

Theorem. Suppose that a trajectory is a strictly non-

singular extremal, that p=/=0, and that there are no

_ -- -1. Then a (weakly) necessary and sufficient con-

dition that the traiectory be minimizing is that the modi-

fied kernel m (t, r) have no characteristic constants less
than - 1, where

m(t,r) = [k*(t,r) - (o)-' ,h*(t),/_(r)] (11)

_See Ref. 3 for a discussion of the characteristic constants and func-
tions of a real, symmetric, "completely continuous" kernel. Note
that we have altered the definition of u_ from that employed in
Ref. 2, i.e., the characteristic constants in Eq. (9) are the reciprocal
of those employed in Ref. 2. This was done in order to conform
with the notation of Ref. 3. We shall assume that there are no

4
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Fig. 3. Types of reachable envelopes

Proof of suD_q6m¢" F. We consider only weak (small)

variations in the control so that all but the leading terms

on the right hand side of Eqs. (6) and (7) may be deleted.
Thus we have

f[9.8_o*- (p)-i(8/_*),1= sv2at

÷
c, [1 + 8,] "- 0 (12)

i=l

where the _,i are the characteristic constants of m (t, r),

the _ (t) are the corresponding characteristic functions,
and

c, = 8y (t) _, (t) dt (13)

In establishing the first inequality on the right hand side

of Eq. (12), we have employed the well known Bessel

inequality (Ref. 4)

fo*sy_(t)dt_-- _ (14)
.=

and the Hilbert-Schmidt theory of completely continuous

transformations (Ref. 3) to show that

fo'fo"m (t, r) 8y (t) 8y (r) dt dr = ĉ_,̂ (]5)

where the equality sign in Eq. (15) implies uniform and

absolute convergence. Since Eq. (12) holds for all allow-

able 8y (t), including those variations which cause 8fl_*= 0,
the sufficiency statement of the theorem is proved.

Proof of necessity. For this portion of the proof we
restrict ourselves to considering only those control varia-
tions of the form

By(t) = _ c,@,(t) (16)
i=1

where the @i (t) are the characteristic functions of the

kernel k*(t, r) and the c_ are the Fourier coefficients

defined analogously to Eq. (13) [we shall continue to use

the/x notation to distinguish the characteristic constants

and functions of m (t, r) from those of k* (t, r)]. Without

loss of generality we can now replace 1" (t) with its Fourier
expansion

_* (t) __ _ d,_, (t) 07)
i=l

where the di are defined by Eq. (10). This is allowed
because

'h 8y dt = _ ci_i dt = c_dl
i=l i=1

fo T
= 8y _ d_@_dt

i=l

If we choose the special control variation

8y_ (t) ,=_\ 1 + m/_' (t) (18)

it follows that

f08y_(t) + m(t,r) Bye(r) dr = 0 (19)

i.e., _y_(t) is a characteristic function of the kernel

m (t, r) with characteristic constant equal to -1.

Now suppose there is some function 8Yb (t) such that

8fl_ =/=0 but

o0

[_#* - (p)-' (_/_T)2] = i + .. _,_, =, < o (20)
i=l

5
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where we have normalized 8yb (t) SO that

t t=l
.1 0

But from Eq. (19) it follows that Eq. (20) is left unchanged

if we substitute 8yc (t) = a 8y_ (t) + 8yb (t), where a is an

arbitrary constant. Let us choose a such that

T
8fl*_ = _ (t) 8yc (t) dt = 0 (21)

This is always possible because

fo r 2/ d_ \_'1 (t) 8ya(t)dt = _1_) =/=0

Thus we have shown that, if there is a 8yb (t) which

satisfies Eq. (20), then it is always possible to find a

variation 8yc (t) which causes 8fl_* -- 0 and 8/3* < e. This

contradicts the assumption that the trajectory was mini-

mizing, and therefore establishes that Eq. (20) cannot

hold. Applying Bessers inequality to show c,- 1, the

necessity statement of the theorem is proved.

5. The Fundamental Theorem for

Singular Extremals

The extension to the case of singular extremals to (t) = 0

is straightforward, leading to the following:

Theorem. Suppose that a trajectory is a singular

extremal, that

i-t 4oi

and that there are no o_ = - 1. Then a (weakly) necessary

and sufficient condition that the control be minimizing is

that the kernel m (t, 7) has no characteristie constants less

than zero, where p in Eq. (11) is replaced with p_ (see

above).

Proof of sufficiency. We proceed as in the strictly

nonsingular case, and obtain

[28/3: - (p.)-_(8/3_*)_] = E _, -_ 0 (22)

which establishes the sufllcient condition.

Proof of necessity. We proceed as in the strictly non-

singular case, but choosing

8ya (t) = _ d--!_, (t) (23)
i=10_i

so that

Fm (t, r) 8ya (r) dr = 0

Postulating a 8yb (t), which causes

[28/3:-- (p_)-_ (S/39q < 0

and reasoning as before, we establish the necessary
condition.

6. An Example of a Singular Extremal _

As an example of a singular extremal, consider

d x_
d--t(x0) = -_- (24)

(x_) = y (25)

where Xo (T) is to be minimized. The initial conditions

are Xo (0) = x_ (0) = 0, and the desired end condition is

x_ (T) = 0. The solution is obviously

y (t) = x_(t) = Xo(t) = 0

Applying the analysis described in Ref. 1, we find that

_* (t) = 0, _* (t) = 1, and

k* (t, r) 1(T - t) for t _ r= (26)
(T r) for r > t

The characteristic constants of k* (t, r) are

,]',o, = (2i- 1 (27)

and the characteristic functions are

_, (t) = cos (o_T_)t (28)

The squares of the Fourier coefllcients of 7" (t) are

Thus

+ _ (30)

SThis example was supplied by Dr. H. J. Kelley of Analytical Me-
chanics Associates.

6
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and the reachable envelope is as shown in Fig. 3e. In this

case, the kernels k* (t, T) and m (t, r) are identical, with

_i = o,_ as given by Eq. (27), and from the theorem we

conclude that the singular extremal is minimizing (which

is obvious from an inspection of the problem).

second variation of/30 is greater than or equal to zero,

subject to the first variations of the other/3_ being zero. In

general, any 8y (t) will cause the abnormal boundary
function variations to be non-zero if the second order

terms are considered.

7. Treatment of Abnormal Trajectories

The first necessary condition [Eq. (3)] guarantees that

there is at least one influence function 7_ (t) = 0. If there

is more than one such influence function, the trajectory is

said to be abnormal (Ref. 2). This is a troublesome case
which we shall deal with as indicated below.

Consider those coordinates 8fl,*. which have 7" (t) =O

for i = 0, 1, • • • , m L r. Let 8_o be the orthogonal pr e-

jection of the 8/3o direction onto this m-dimensional sub-

space, where/3o is the original function to be minimized

[not transformed according to E q. (5)], and let the 8_i

directions be orthogonal to 8_o, for i = 1,2, • -- ,m

(Fig. 4). By this construction, these second order varia-

tions do not contribute to 8fie. We are therefore justified

in reducing the dimension of the boundary function space

by m, defining

8/3° = *8/30, 8 = " •8#m+1, •, 8#,_,, = 8/_

The new (r--m + 1) dimensional boundary function

space has no abnormal components, and we can therefore

proceed with the analysis, guaranteed that the trajectory
is normal. Note, however, that under this approach the

fundamental theorem is correct only in the sense that the

REDUCED BOUNDAR_

FUNCTION SPACE

REACHABLE I _ -J'" " _ l.'""""\

Fig. 4. The boundary function space for

the abnormal trajectory

8. Treatment of Bounded Control Variations

We now consider the case where the control function

is bounded according to

a (t) 1/y (t) _ b (t) (31)

Let u§ deal with the new control variable o (t), where"

y(t) = Ca(t) + (b(t)-2 b (t))+ -2 a(t).)sine (t) (32)

The O (t) can take on any value and the Inequality (31)

will be satisfied. Substituting Eq. (32) into Eq. (1), we
find that the influence functions [Eq. (2)] for O (t) become

7,0 (t) = a (t) 7, (t) cos O, (t) (33)

where

b (t) - a (t)
a (t) - 2 > 0 (34)

The weighting functions [Eq. (2)] become

_,o (t) = a2 (t) _, (t) cos _o, (t) - a (t) 7, (t) sin O, (t)
(3_)

and the symmetric kernels [Eq. (2)] become

k,o (t, ,) = _ (t) _ (,) k, (t, ,) cos o, (t) cos o, (,) (30)

Eqs. (33) to (36) follow directly from the analysis devel-

oped in Ref. 1. If the control is on a boundary on the

standard trajectory, we have ±0_ (t) = _r/2, where the +
or - value is chosen to cause

_oo (t) = -a (t) 7, (t) sin o, (t) _ 0

Thus o,(t)=-_r/2 if 7_(t)>0 and O,(t)= +7r/2 ff

7_ (t) < 0. If the control is not on the boundary on the

standard trajectory, we have the "intermediate" ease

- rr/2 _ O _ _r/2. During any subinterval of (0, T), where

Io (t) l = ,,/2, we find from Eqs. (33) and (36) that the

influence functions and symmetric kernel are zero. If this

situation does not hold throughout the entire interval

'This substitution was devised by Dr. H. Lass of the Jet Propulsion
Laboratory.

7
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(0, T), the analysis of the unbounded case still applies

essentially unchanged, but with o (t) considered as the

control variable. If the control is on the boundary

throughout the entire interval (0, T), however, all the

influence functions are identically zero and the extremal

is, by definition, abnormal of order r. It is intuitively
dear that this should be the case, since with bounded

control only one-sided corrections can be made by apply-

ing a control impulse. (We do not consider the possibility

of obtaining plus and minus corrections by "switching"

from one boundary to the other, since we are allowing

only small variations of the control.) Since kio (t, T) = 0 in

this situation, we need only consider the second necessary

condition (the Legendre condition) to obtain (weakly)

necessary and sufficient conditions.

9. Discussion

In this article and Ref. 2 the following new results have

been presented:

(1) A "functional expansion" formulation of the well-

known optimal control problem has been devised,

based upon an extension of linear perturbation

techniques.

(2) A geometrical interpretation of the problem has
been constructed.

(3) A fundamental theorem has been proved, yielding

both necessary and sufficient conditions for opti-

mality.

(4) The fundamental theorem has been extended to

include singular extremals, abnormality (uncon-
trollability), and bounded control.

These results must be equivalent to the classical Euler-

Lagrange, Legendre, and Jacobi conditions, and to the

conclusions reached from the slightly different approach
discussed in Ref. 1.

It seems that the treatment of singular extremals is no

more or less difficult than the strictly non-singular case

when approached from the functional expansion point

of view. The analysis of abnormality leaves something

to be desired, however, for in general the required bound-
ary conditions simply cannot be met to second order when

there is only one control variable available. Perhaps this
case would make more sense if multivariable control were

considered, in particular, if there were a control variable
for each state variable.

C. A Dynamic Filtering Problem
L. Joyce

In Kalman's initial derivation of dynamic filtering

(Ref. 5), he employed a discrete linear system model,

forced by white noise, with a completely deterministic

output. The system equations were

Xn +1 = _'n +1,nXn q- tin

yn = M,X,

where

x_+ 1 _ state of the system at time t = n + 1 p vector

x, _ state of the system at time t -- n

cI,, ÷1,, _ transition matrix of the system pxp matrix

u_ _ gaussian white noise, with zero mean and
known variance

y, _ output of the system (observables)
q vector, q _ p

M, -- output matrix of the system at time n

pxq matrix

C. Solloway in the presentation of his version of dynamic

filtering '_ employed a deterministic homogeneous model

with additive white noise corrupting the output:

Xn+ 1 : ¢_n+l,nXn

Yn : Mnx_ + v_

v, _ white noise q vector

Kalman derived his optimum filter (or predictor), for an

optimality criterion of minimum mean square error, using

an orthogonal projection technique, while Solloway

derived his results from the viewpoint of a minimum

variance estimate. The methods are equivalent since
Kalman's criterion is in fact the minimum variance re-

quirement for gaussian noise.

The model we will consider will include both random

excitation (white noise) of the system and additive noise

in the system output, with correlation between the
noise sources.

5Solloway, C. B., Dynamic Filtering, Section Technical Memoran-
dum No. 312-291, Jet Propulsion Laboratory, Pasadena, California,
March 1963.

8
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The optimum filter will be determined using Solloway's

minimum variance approach. Our model is as follows:

Xn +1 : ¢n +1,nXn -1- Un

yn= Mnx. + vn

with

E (u.) = F_(v.) = 0 E (Un,U_m)= Q.,%,.,

E (u., v,.) = W.8.,.

E (v.,v_) = R.s.m

1 n=m
8.m = Kronecker delta = 0 n = m

We formulate the problem in the following manner:

Knowing the system dynamics, the statistics of the noise,

and a best estimate of the state (call it _) at time t = n,
based on the set of observations {yi} i = 1, • • • , n - 1,

what is the 'q)est prediction" of our state at time n + 1

(call it x.+1. ), based on our current best estimate x* , the
knowledge of the system dynamics, and any new infor-

mation obtained from an additional observation y.?

Following Solloway's approach, before we make the

nth measurement, we make an initial prediction of what

x.+ 1 will be (call it x.+l). The initial prediction error (call

it x".+l) is given by X.+l- x--.+l =_.+t. We also make

an estimate of what the nth measurement yn will be (call

this _.), and we define our new information obtained from
A A

the nth measurement (call it y.) to be y. = y. - _.. The

problem now can be stated as follows: Having made

the nth measurement y. (and, as a result, having obtained
the new information contained in the nth measurement

y_), what is the "oest estimate" of our initial prediction
A

error x.+_ in terms of our new information y.^ (where
'qgest" is taken to mean linear, unbiased, minimum vari-

ance)? The "oest" estimate will be denoted by _c*.._ and
can be written as

A A

Xn+x -_ Any n

The matrix A_ is then the optimum filter (or operator)

and is given by (See Footnote 1)

An zA,, ,, A2 _,,
Xa+lYn YnYn

Our "best" prediction x*.+1 is given by

. -- A,

Xn+l --- Xn+l "}- Xn+ 1

our best prediction error 8x*.+_ is given by

8x.+_-xn+_-x_+_

and our error covariance P*+_is given by

* :_ *T
Pn+l = E(Sx.+l ,Sx.+O

The problem now is simply to determine the covariance
matrix of the new information and the cross-covarianee

matrix of the initial prediction error and the new
information.

The determination o t A_,, +_

Before we make the nth measurement y., our initial
prediction of Xn+_ will be

Xn+l_n+l, nX_

and our estimation of what y+ will be is 6

A

Our initial prediction error x.+t is given by

^

x.+_ = x.+_ - _.+_ = 'I'n+_,. 8x* + u.

Having made the nth measurement, we can determine
^

our new information y.:

A

y. y. Yn M *= -- ---- n 3x, + Vn

= (x.+,, y.) isThe cross-covariance matrix A_.+x_. E ^ ^r
given by

where

A_'_n+t_+n = _n+ l,n P_ M. r + Wn

E ($x*., 8x. r) = P*n

E (sx*., v._) = E (u.,sxT) = 0

since

8x_=_x_(v_,u_,m=l "'" n-l)

and the noise is white.

The determination ot A'_nu"_

A

yn = Mnx* + v.

A t A AT\ * T
A (ynyn) = E (Y"Yn) = M.P*.M. + R.

_If E (u.)5 _ 0, E (v.)=/= 0, we would simply toss in the means of
the noise in our estimations and the results would be the same.

9
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where

R. -- E (v.,

E (Sxn, v_r) -- E (v,, 8x_r) -- 0

Our best estimator A_ is given by

An : [(I)n+I,,,P*M r + W.] [M.P:MT. ' + Rn] -1

and

* =-x_+z +A /"x_ +1 ,Y-

Our best prediction error 8x*_+x is given by

* = * = [_,+_,, + A_M,] 8x_ + u, -- _nV,_Xn+ 1 Xn+l -- Xn+ 1

And we see that the error propagates in a linear manner

* = * 3x* + z,8Xn+'t _n,n+t

where

This makes for a straightforward analysis of the predic-

tion error stability.

The error covariance matrix of the optimum prediction

is given by

J;T
V*+l = E (_X_+ l, SXn+ l)

= [cI'n+,,n + A.M.] P_ ['I'.+ 1,. + A,_M.] r

+ Q. + + w.a +
where

, * TzX. -- [,I,.+_ .P_M_. + W.] [M.P_M. + R.] -_

Do Mathematical Models of

Missile Launching
A. C. Dahlgren

In space mission feasibility studies it is often necessary
to have an estimate of the number of days required to

launch a given number of missiles from another given

(and possibly different) number of pads. By construeting

mathematical models of various launch configurations of

interest, including assumptions about the nature of the

delays encountered, we can investigate with the aid of

probability theory this question of estimating. Suppose

that we wish to investigate the following particular launch

configurations: (1) three missiles being launched in N

days, each missile from its own pad, with no simultaneous

counting down or launching, and (2) three missiles being

launched in N days, each from its own pad, allowing

simultaneous counting down on all three missiles but no

same-day launching of two or three missiles.

We will deal with each configuration separately below,

but the following assumptions apply to both configura-
tions:

(1)

(2)

There are three identical missiles, and prior to the

start of the N-day period, each missile is erected on

its own pad, ready to start counting.

For each missile, a complete countdown and

launching in one day is possible, though not neces-

sary. But once the counting has started on a given

missile, the counting continues on that missile until

it fires, no matter how many days this requires.

There is a probability p (a specified constant) that

a missile will successfully count down and fire in a

single day. There is thus also a constant probability

q -- 1 - p that the missile will fail to complete a

countdown on that day, and will incur a one-day

delay. In other words, if the countdown on a given

missile stops on any day of counting, the counting
down on that missile must start over from the

beginning the following morning.

(3) Because p is a constant, failures to fire a given mis-

sile do not influence the value of p in subsequent

attempts to fire the same missile or others. Each

missile is thus probabilistically independent of the
others.

We shall now discuss each launch configuration separately.

In the first launch configuration given above (no simul-

taneous countdowns or launches) we assume that on the

first day of the N-day period the counting down is started

on one of the missiles, and continues until that missile

fires. On the day after the firing, counting down is ini-

tiated on one of the two remaining missiles, and counting

continues until this second missile fires. On the day after

that firing, the remaining missile starts counting down,

and counts for as many days as are required to fire it on

the Nth day. The third and last missile is always assumed

IO
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to fire on the Nth day, whatever the positions of the first

and second missile launchings within the N-day period. In

this launch configuration no missiles are allowed to be

counted down together; thus no same-day launches are
possible, and we need not be concerned about them.

For this configuration, the probability P (N) of launch-

ing three missiles in exactly N days is

p/xn paq.V-3
_,,/= _(N-- !)(N-- 2)

The moment-generating function is found to be

pze3o

M (0) -- (1 -- qe°) 8

from which the mean number of days t_ (counted from

the beginning of the N-day period) necessary to launch

the three missiles is simply

t_ = 3 days

The moment-generating function M (0) is

I_e _°-M(0)--(1-q3) i-qe _
(q2 + q)e3O q'_e_--_°-1
(1--q2e°) I- l _ q_eOj

from which the mean number of days t_ (counted from

the first day of N-day period) necessary to launch the
three missiles is

3 + 4q + 3q 2 + qa

= (1-- qa) (l + q) days

The variance e2 of the estimate is

q (1 + 5q -4- llq 2 -t- 15q 3 -4- llq' + 5q 5 + q6)
0 -2 =

(1 + 2q + q2)(1 -- 2q a + q6)

The two launching configurations above are dealt with

separately in two parts of a three-part JPL Technical

Report. Each part contains a complete analysis of the

particular configuration problem, and also a complete

derivation of the results for each configuration. The three-

part report will be published soon under the same title
as this article.

The variance 0-5 of this estimate is

Considering now the second launch configuration men-

tioned above (simultaneous countdowns but no same-day

launches), we assume that on the first day of the N-day

period all three missiles start counting down simultane-

ously, and continue to count all together until one of the

missiles fires. On the day after the firing, the two remain-

ing missiles start to count down together, and continue

until one of them fires. Starting the day after that firing,

the remaining missile then counts for as many days as are

required to fire it on the Nth day, as in the first launch

configuration.

With all three missiles counting together, of course,

simultaneous launches of two or three missiles logically

could occur, but we choose to consider only the non-

simultaneous launch sequences; and we neglect the simul-

taneous launch possibilities.

The probability P(N) that all three missiles will be

launched in exactly N days is

P(N) = (1 + q + q2) pq_,-3 [1 - qn-1 _ qn-2 + q2N-31

E. Launch Windows for Inter-

planetary Trajectories
R. J. Richard

1. Introduction

During any given day, the size of the launch window

for interplanetary trajectories is basically a function of

the declination of the outgoing asymptote of the geo-

centric hyperbola, and of the band of allowable launch

azimuths. Beyond this, the launch window is further

restricted by the range of acceptable injection true anom-

alies for the direct ascent mode of launch, and by coast

time limitations for parking orbit traiectories. Injection

true anomaly restraints for direct ascent trajectories usu-

ally result from payload capability limitations of the

launch vehicle, whereas coast time restraints might be

due to restrictions on the amount of boil-off of cryogenic

propellants that can be tolerated. The problem of deter-

mining the launch window is further complicated by the
fact that the size of the window is secondarily a function

!1
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of the injection energy Ca and the perigee radius. These

effects evidence themselves as changes in the location

of the perigee point and hence as changes in injection

true anomaly, or coast time. Since the perigee radius for

parking orbit trajectories is essentially constant, and direct

ascent missions are currently being designed so as to keep

the perigee radius constant, perigee radius changes can

be neglected. Furthermore, since true anomaly at injec-

tion for direct ascent trajectories and parking orbit coast

time vary essentially in the same manner, the bulk of the

discussion will deal with direct ascent trajectories, and a

scheme for transforming the methods and results to park-

ing orbit trajectories will be given in Section 6.

2. Launch Azimuth

The launch azimuth 2L is the angle between the tra-

jectory plane and the plane containing the center of the

Earth, launch site, and North Pole (Fig. 5). Northeast

launches have azimuths of 0 to 90 deg, southeast launches

have azimuths of 90 to 180 deg, southwest launches have

azimuths of 180 to 270 deg, and northwest launches have

azimuths of 270 to 360 deg. For safety reasons, only

certain bands of launch azimuths can be used. Thus, for

SITE

EQUAT

ASYMPTOTE

Fig. 5. Launch flight, trajectory plane geometry

example, northeast and southeast launches from the

Pacific Missile Range are not allowed, since vehicles

launched in these directions have a high probability of

impacting somewhere in the United States. For the same
reason, northwest and southwest launches from the

Atlantic Missile Range are also prohibited.

3. Declination of the Outgoing Asymptote

For a given launch planet and arrival planet, the decli-

nation of the outgoing asymptote of the geocentric escape

hyperbola is a function only of the launch date and the

arrival date. This is a physical constraint in the sense

that the only way to alter the declination is to change one

or more of the above four parameters. The outgoing

asymptote enters into the determination of the launch

window in the following manner. The trajectory plane is

determined by the vector from the center of the Earth

to the launch site, and by the outgoing asymptote (Fig. 5).
As the Earth rotates, the launch site vector moves, but the

outgoing asymptote remains essentially invariant in iner-

tial space during a given launch day. Hence, the trajec-

tory plane must rotate about tile asymptote. This rotation

of the trajectory plane is the reason why the required

launch azimuth _L changes continuously as the Earth

rotates. When the declination of the outgoing asymptote

_I,s is changed, the rate at which the launch azimuth varies

is also changed. Hence, if the launch azimuth is restricted

to be between certain bounds, the time taken for the azi-

muth to traverse the allowable region will depend on the

declination of the asymptote.

4. Injection True Anomaly and Energy

True anomaly v is the angl e from the perigee vector
to the position vector of the probe (Fig. 6). The path

angle r is the angle between the velocity vector and the

local horizontal (Fig. 6), and is equal to zero at perigee.

As true anomaly increases path angle also increases. Thus,

the larger the injection true anomaly is, the larger the

path angle at injection is, i.e., there is a one-to-one corre-

spondence between true anomaly and path angle for

hyperbolic trajectories. Intuitively, we see that the larger

the path angle at injection is, the smaller the payload

will be. This is so because, as we increase the path angle

during the thrusting phase, the gravitational losses are

increased. (We are flying steeper trajectories, hence more

of the thrust must be used to counteract gravity losses.)

Also, if we attempt to inject at too large a negative path

angle, i.e., before perigee, the launch vehicle must fly

an inefficient steep trajectory so as to place the probe at

the desired injection location. Hence, gravitational losses

12
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PERI GEE

Fig. 6. Spacecraft trajectory plane geometry

restrict injection true anomaly to values near zero, the

allowable deviation from zero depending on the partic-
ular launch vehicle.

The dependence of the perigee location on the injection

energy C3 can be seen in the following manner. The true

anomaly of the outgoing asymptote vs is related to the

injection energy as follows:

Ix
COS v_ --

Ix -]- ' RpC 3

where Ix is the gravitational constant of the Earth, and

R v is the (assumed constant) perigee radius. Thus, as C3

is changed, vs must also change. For a given outgoing

asymptote the only way to alter the true anomaly of

the asymptote is to move the perigee location. Since direct

ascent trajectories have an essentially constant geocentric
angle between launch and injection, we see that a change

in C3 appears as a change in injection true anomaly.

Hence, a change in C8 manifests itself as a change in

injection true anomaly. True anomaly of the outgoing

asymptote is plotted versus Ca in Fig. 7 for Rv = 6526 km.

5. Combined Effects

From the above discussion, we see that a vehicle can

be launched only when the launch azimuth and injection

true anomaly are both within certain bounds. It is possi-

ble that the bounds on one of these parameters might be

enclosed within the bounds of the other, e.g., the launch

azimuth corridor may be from 90 to 114 deg, whereas the

180
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Fig. 7. True anomaly of outgoing asymptote

vs versus injection energy C3

30

true anomaly constraints may be such that for any given

day launch can only occur for azimuths between 94 and

103 deg. Similarly, the launch azimuth corridor may be

enclosed in the true anomaly band. In general, however,

the beginning of the launch window is determined by one

type of constraint, and the end of the window by the

other type.

6. Direct Ascent -- Parking Orbit Relationship

The angle between the launch site and the outgoing

asymptote ¢ is the same for a given launch azimuth, for

both direct ascent and parking orbit trajectories. If eL_ is

the angle from launch to injection, and eJs is the angle

from injection to the outgoing asymptote, then

¢ = eL, + ¢_,_

For direct ascent trajectories

¢_, = @.

where @B--bum are, and for parking orbit trajectories

where q,B, = first burn arc, 6_. = coast arc, and 6._ = sec-
ond burn are. For both types of trajectories

IPI_ _ VS -- VI

13
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where vs = true anomaly of asymptote, and vt = injection

true anomaly. Thus we have,

where the bars signify the parking orbit trajectory, and

_B = _B1 + q,B2. Hence,

v, = - - ,c + ;,

The true anomaly at injection for parking orbit trajec-

tories ;r, like the perigee radius, remains essentially con-

stant. Figs. 8 and 9 are plots of true anomaly at injection

versus coast time, assuming _B = $8 = 25 deg and F_ = 3.3

deg. (These are the values assumed in all of the helio-

centric conic trajectories published to date.) Hence, by

going to any of the published parking orbit interplanetary

trajectory data (Refs. 6 and 7), it is possible to compute

what the corresponding direct ascent injection true anom-

aly would be.

7. Numerical Results

The relationship between launch time and injection

true anomaly is graphically depicted in Figs. 10 and 11

for launch azimuths between 45 and 115 deg. Although

Fig. 10 includes true anomalies between - 140 and + 120
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4400 4800 5200

14



JPL SPACEPROGRAMSSUMMARYNO. 37-28, VOL. IV

deg, it should be stressed that these do not correspond

to achievable direct ascent trajectories; rather they are

included because they can be applied to parking orbit

trajectories by making the transformation described in

Section 6. Fig. 11 is an expanded plot of Fig. 10 for the

region around 0 deg true anomaly, and is especially useful

for direct ascent trajectories, where the injection true

anomaly is limited to small values. It will be noticed that

the true anomaly scale in these plots is actually a multiple

scale, each scale corresponding to the value of Ca given

on the left edge of the scale. This is just the effect de-
scribed in Section 4.

There are several important features in Figs. 10 and 11

which should be noted. The first is that there are actually

two possible launch windows for each declination, the

separation between the windows depending on the value

of the asymptote declination. Each of these windows

corresponds to one of the two possible trajectory planes

possible for a given launch azimuth (Ref. 8). In all cases,

zero launch time is taken as the first time it is possible

to launch at an azimuth of 45 deg with a particular one

of the planes. Actually, this choice is rather arbitrary;

however, since we are concerned only with launch win-
dow duration the choice for zero launch time is not

important.

Next, we see that for declinations greater than -28.3

deg, launch azimuth starts at 45 deg and increases mono-

tonically through the window to 115 deg, whereas for

5O
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declinations less than -28.3 deg, the launch azimuth

starts at 45 deg, reaches a maximum, and returns to 45 deg

for one window, and starts and ends at 115 deg for the

_s
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Fig. 11. Launch time versus injection true anomaly

(small true anomaly)

other window. Finally, we see that launch azimuth varies

more rapidly near the azimuth bounds on launch window

than for azimuths in the middle of the window. Thus,

e.g., for a declination of -25 deg, it takes 12 min for the

azimuth to change from 45 to 60 deg, and 13 min to

change from 60 to 70 deg.

16



JPL SPACE PROGRAMS SUMMARY NO. 37-28, VOL. IV

References

1. Pfeiffer, C. G., "On the Second Variation of an Optimal Trajectory," SPS 37-26,

Vol. IV, pp. 8-12, Jet Propulsion Laboratory, Pasadena, California, April 30, 1964.

2. Pfeiffer, C. G., "A Geometrical Interpretation of an Optimal Trajectory," SPS 37-27,

Vol. IV, pp. 1-6, Jet Propulsion Laboratory, Pasadena, California, July 31, 1964.

•.., ¢7 _(" • __3. Riesz, I_ and Nagy, B., ,,L-- _ompletelv Cc_ntinuous Symmetric Transformations

of Hilbert Space," Functional Analysis (Chapter VI), Ungar Publishing, New York

City, N. Y., 1955.

4. Courant, R., and Hilbert, D., "Series Expansion of Arbitrary Functions," Methods

of Mathematical Physics (Chapter II), Interscience Publishers, New York City, N. Y.,

1953.

5. Kalman, R. E., "A New Approach to Linear Filtering and Prediction Problems,"

ASME Transactions, Journal of Basic Engineering, pp. 35-45, March 1960.

6. Clarke, V. C., Jr., et al, Earth-Venus Trajectories, Technical Memorandum No. 33-99,

Jet Propulsion Laboratory, Pasadena, California, October 31, 1962.

7. Clarke, V. C., Jr., et al, Earth-Mars Trajectories, Technical Memorandum No. 33-100,

Jet Propulsion Laboratory, Pasadena, California, March 1, 1964.

8. Clarke, V. C., Jr., et al, Design of Lunar and Interplanetary Ascent Trajectories,

Technical Report No. 32-30, Jet Propulsion Laboratory, Pasadena, California,

March 15, 1962 (Revision).

17



JPL SPACE PROGRAMS SUMMARY NO. 37-28, VOL. IV

GUIDANCE AND CONTROL DIVISION

II. Flight Computers and Sequencers

A. Detection and Correction

of Failures in Digital
Arithmetic Units

A. Avizienis

The following sections present further results of re-

search in the application of a class of product codes for

the detection and correction of failures of digital arith-

metic processors. Previous work has been reported in
Refs. 1 and 2.

1. Error-Locating Properties of a Class of
Product Codes

The code class which is being investigated consists of

product codes obtained by multiplying binary operands

by the check factor a = 2a- 1, with a>2. The parameter

a is called the check length of the product codes. A more

detailed discussion of this class of product codes may be

found in Ref. 1. These codes will detect all error mag-
nitudes

IF.I-- 2,andIEI= (z--l) -2', with O<_i<_n - 1

when the length of the coded number is n = ca bits

(where c is a positive integer) and negative numbers are

represented as complements with respect to 2" - 1 ("one's
complement").

The checking operation computes the least non-negative
residue modulo 2a-1 of the coded result Z; a "zero"

value of the residue indicates an acceptable result. The

operation is implemented as a modulo 2a-1 summation

of the a bit sections of Z. A "zero" residue will always be

represented by the string of a "ones;" any other result

indicates an error of magnitude IE[--/=k(2 a - 1). The resi-
dues generated by error values ± 2 _ and ___(2"-1-2 _)

are given by the least positive residue R_--_ __+2_ modulo

(2_ - 1), with 0_<i_< n - 1 and n = ca. It is readily dem-
onstrated that for E = + 2_, the residue will be

Rp = 2_-j", with O<_i-/a<_a-1

and for E = - 2_, the residue will be

R, = (2"- 1) - 2'-% with O<_i- ia<_a- 1

Consequently, Rp will be represented by an a-bit binary
number containing a single "one" in the position h = i- ia,
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while Rn will contain a single "zero" in the same posi-

tion. The sign of the error value will be indicated, but
the location i will be identified only as being one of c

locations satisfying

i = h + ia, withO_i<_c-1

It is concluded that the checker output will identify the

sign and the relative position within an a-bit section, but

will not give the value of i which identifies one of c sec-

tions of the n-bit coded number. The value of i remains

to be determined in order to attain single-error correc-

tion. The indication of the relative position h = i-ja is

useful in the succeeding sections of this article.

2. Failure Detection in a Byte-Organized

Computer

A digital computer is said to be byte-organized when

memory access, data transmission and arithmetic are per-
formed b bits at a time (in a "series-parallel" manner).

One b-bit section of the n-bit word is called a byte, and

b is the byte length. It is evident that one single local

failure may inflict damage to one bit in the same relative

position of every byte of the machine word which is

being processed, although the failure also may be inef-

fective in any given byte.

Consequently, one single local failure which is deter-

minate (either "stuck on zero," or "stuck on one") will

generate one of 2k error magnitudes when the machine

word consists of k bytes. Excluding IEI -- 0, there re-
main 2k- 1 non-zero error magnitudes. Furthermore, the

2k-1 complement magnitudes (2_-1)- IE[ may also
occur during an arithmetical operation.

The effectiveness of the product code with the check

length a in a byte-organized computer with byte length

b now may be readily estimated for the case a = b.

When the failure affects the position h (0_h_a-1)" of

every byte, the checker will give an "all ones" result

when one of the following two conditions is satisfied:

c2 h= 0 modulo (2 a- 1)

c(2 a - 1 - 2h) ---_0 modulo (2 a- 1)

The above conditions require that c = j (2 a- 1), with

j = 1, 2,"'; consequently, all 2k - 1 error magnitudes will

be detectable for word lengths n = ka when k<2a-1.

There will be only one undetectable case (called a miss)

for n = (2 a- 1) a; the number _ of misses (out of the total

2k-1 possible error magnitudes) for k _ 2_-1 will be

given by the relation

where 1 and
J

k!

ej = [i(2a_l) ] ! [k__i(2a__l) ] !, when k >_ j(2 _ --1)

Cj : 0, when k< i (2_-1)

The results demonstrate the complete effectiveness

(within a certain range) of the check factor 2a - 1 when

the byte length of the computer is a bits (that is, b = a);

for example, the check factor a -- 15 with byte length

b -- 4 will detect all possible error magnitudes for word

lengths up to 14 )< 4---56 bits, and the check factor

a : 81 with byte length b = 5 will do the same for word

lengths up to 30 )< 5 = 150 bits.

For the cases in which b v¢=a, a computer program for
an exhaustive tabulation of all misses for word lengths

of up to 18 bytes was written, using byte lengths in the
range 2_b_10 and also b : 12. The check lengths were

chosen to cover the range 2_a_12. The results of the

program indicated that in the case b --/: a generally about

1/(2_-1) of all possible error magnitudes were misses.

Exceptions were observed for some cases of b<a and

kb = a. The program verified the analytic results for
b = a and demonstrated conclusively that b : a is the

most practical choice of check length in a byte-organized

computer. Detailed results of the program will be pub-

lished in a JPL Technical Report. It must be noted that

elaborate analytic combinatorial expressions may also be

developed for the cases b-7¢: a; however, the computer

program was preferred as the more convenient method.

In conclusion, it is noted that the product codes with
check factors 2a- 1 offer total detection of single deter-

minate failures for byte-organized digital computers

when the byte length b : a is chosen and the word

length n satisfies n<(2_-l)b. Since the same product

codes have very convenient range-extension and range-

contraction algorithms (described in Ref. 1), the failure-

detection method is now directly applicable to data
transmission and arithmethical operations in variable-

field-length digital computers for field lengths up to

2 a- 1 characters of a binary digits length.

The detection of single indeterminate ("stuck on X")

failures is currently being investigated and the results

will be reported in the next SPS.
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3. Application of Multiple Check Factors

Given a product code with the check factor ctl -- 2a' -- 1,

that is, check length al, its words may be further encoded

by application of a second check factor (x2 with the check

length a2. When al and a2 are relatively prime, the weight-1

error values ___2_ and their "one's complements"

-----(2n--1--2 i) will be uniquely located within an ala2

bits long section of the coded number. Furthermore,

from all weight-2 errors (error magnitudes +2J ± 2 i and

their "one's complements") now only the error magnitudes

[E[ -- (2 kava2- 1)2' <2 n -- 1

remain undetectable. The combined effect of the two

check factors al and az is equivalent to that of a single

check factor a = 2a,a_ - 1, whose check length is the

product of axaz of the two check lengths, and the number

of bits used for coding is the sum a, ÷a2.

The above observed property extends directly to any

number of check factors of the class ct_ = 2_, -1, when

the ai are pairwise relatively prime. In this case, the

combined effect of m check factors is equivalent to the
effect of one check factor

a=2p- 1

where

P : 11 ai;
1:1

however, the number of bits required to perform the
encoding is only

s:_ ai.
i:l

The checking algorithm remains the same and is exe-

cuted independently for every check factor ct_, either

simultaneously or serially. Complete weight-1 error cor-

rection and weight-2 error detection (including the "one's

complements" of these errors) is attained for n-bit coded
binary operands when

n _ I_Iai
_=1

is satisfied. For example, the choice a_ : 3, az : 4 and

a8 : 5 will suffice for 60-bit operands, in which 12 bits

are used for checking purposes. For correction of weight-1

errors, one checking operation will be sufficient to indi-

cate the presence and sign of the error, and the other

two will pinpoint its location. It may be expected that
the use of one check factor a:2 _-1 with known

distance-3 and distance-4 product codes will provide a
similar range extension and simplified initial error detec-

tion procedure for these fixed-distance codes.
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III. Spacecraft Electrical Power

A. Power Sources

R. A. Boring and R. K. Yasui

1. Solar Energy Thermionic ISET) Electrical

Power Supply, R.A.Boring

The development of solar thermionic electrical power

supplies is continuing with emphasis on converter and

generator development under JPL contracts with Electro-

Optical Systems (EOS), Inc., Pasadena, California and

Thermo-Electron Engineering Corporation (TEECo),

Waltham, Massachusetts. The Missile and Space Division

of General Electric Company is studying, under contract

to JPL, the thermal energy storage properties of various

materials and their possible application to an advanced

thermionie generator.

In this article, the results of the EOS work are dis-

cussed. The results on the TEECo work were presented

previously (Ref. 1).

Several thermionie converters, designed and fabricated

to be production prototypes which demonstrate environ-

mental resistance and reproducibility, have recently been

delivered to JPL by EOS. These converters have not

demonstrated any significant problem areas due to ma-

terials degradation.

Thermal Energy Storage, a NASA sponsored program

initiated in 1961, involves the development of high-

temperature materials which take advantage of the latent
heat of fusion of the material to supply thermal power

to a heat absorbing load for a calculable time after the

concentrated solar input is removed. Initial efforts used

silicon, while present efforts are using eutectic oxides.
Present efforts are directed to containment of the molten

oxide in a rhenium container to obtain corrosion rate

data.

a. EOS converters. Several converters fabricated by

Electro-Optical Systems have recently been delivered to

JPL. These converters are of the configuration shown in

Fig. 1. In order to increase heat transfer, the converter

uses a one-piece collector-radiator made of molybdenum

by the drop-forge process. The emitter is tantalum and

the interelectrode spacing does not rely upon spacers for

positive spacing but takes advantage of the thermal ex-

pansion coefficients of the emitter sleeve, emitter and
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Fig. 1. Solar energy thermionic converter

collector materials. The expansion range is restricted by

special attachment of the emitter to the collector through

an insulator. The emitter area of this converter is ap-

proximately 2.5 cm 2 with an interelectrode spacing of

0.002 inch at operating temperatures.

These converters are designed and fabricated to be

production prototypes and demonstrate the ability to
fabricate thermionic converters with environmental re-

sistance and reproducible power outputs. Fig. 2 presents

the manufacturer's data which illustrate the degree of

repeatability of the I-V characteristics (steady-state) both

before and after vibration testing. The vibration test

schedule and results were reported in the previous SPS.

The maximum power point for these converters is in the

0.6- to 0.7-v range at an emitter temperature of 1700°C.

Calculation of the power density shows the converters
to be yielding 11 w/cm 2 at 1700°C and 0.65 v both

before and after vibration testing. Fig. 3 presents these
results.

The power density of 11 w/cm 2 is less than anticipated.

This is possibly due to inadequate heat rejection by the

collector-radiator. Experimentation has demonstrated that

with the addition of a heavier collector lead (which effec-

tively increases the total radiator area) the power output

density can be raised to 14 w/cm z at the same operating

50

SHAKE_O 2kc

40-- AND 125-hr TEST

BEFORE Vl BRATION _
55

0

n-UJ:" 30rr 7"emitter = 1685"C (OBSERVED)

Tcollecfor = 600°C OVg _ \:::)

(J rcs RESERVOIR = 380"C ovg _\
25

15 BEFORE VIBRATIO____) )

AFTER 5-g SHAKE, O 2kc-_-" _
AND 125-hr TEST

to [ I
0 0.2 0.4 0.6 0.8 1.0 1.2

VOLTAGE, v

Fig. 2. Current-voltage curves of two typical converters
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conditions. Fig. 4 presents this comparison for a converter

that had 125 hrs of electrical testing as well as vibration

testing.

No significant problem due to the reaction of materials

has been demonstrated during fabrication and manu-

facture of these production prototypes. Since the produc-
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tion prototype converters have recently been received

by JPL, the JPL test data will be reported in a subse-

quent SPS.

b. Thermal energy storage. Energy storage, to date,

has been accomplished by electrochemical methods

(rechargeable batteries). The Thermal Energy Storage

(TES) Program, NASA sponsored, began in 1961 and

involves the development of high-temperature (1600 to

2200°K) TES materials which rely on the latent heat of

fusion of the storage material. Compared with the pres-

ent method of energy storage, TES has the potential of

reducing weight (on the order of 5-to-1 reduction). An

attempt to evaluate several materials on the basis of their

heat of fusion H I leads to a series of calculations with

the results listed in Fig. 5 and Table 1. The basic as-

sumption is that entropies of fusion are additive. This

assumption has been found applicable in the case of

binary compounds. The heat of fusion is calculated by

using the definition that entropy of fusion is equal to the

heat of fusion divided by the melting point (in °K). The

storage material is heated to a molten state by concen-

trated solar energy; when this solar energy is removed,

the material in freezing releases its stored energy as

heat available to a thermally operated device (such as a

thermionic converter or generator). The attachment of

a TES container to a solar thermionic subsystem offers a

unique advantage to solar thermionics compared with

photovoltaic systems; the capability to operate uninter-

rupted during a 300-nt mi orbital space mission in a
Van Allen radiation environment.

The initial efforts in 1961 included a study of the

containment of silicon as a thermal energy storage ma-

terial (selected because its thermo-physical properties

are known).

Several materials were investigated as containers for

the molten silicon; two of the more successful were

Table 1. Properties of oxide mixtures surveyed, calculated H I values

Composition

3 MgO--B203

3 BeO--2 CaO

3 AI20_--6 CaO--MgO

3 BeO--BzO3

3 CaO--B_O3

5 CaO--3 A1__O3

AI20=--3 MgO--4 TiO:

2 BeO--AI20_--2 TiO_

3 BeO--AI20_--2 TiO:

4 MgO--ZrO2

2 BeO--AI_O_--4 TiO_

BeO--Al:O3--TiO2

MgO--3 ZrO2

CaO--AI203

4 TIO2--3 ZrO2

4 BeO--4 TiOz--ZrO2

2 BeO--TiO=--ZrOz

MgO--TiO:

4 MgO--4 BeO--AI203

MgO--2 TiO..

5 BeO--4 MgO--3 ZrO:

2 BeO--3 TiO=

AI203--5 Ti02

3 CaO--5 AI_O3

2 MgO--TiO2

MgO--4 BeO--AI=O3

2 BeO--5 AI,.,O3--2 TiO:

3 BeO--2 MgO

Weight, % _

63.5:36.5

40.1:59.9

44.8:49.3:5.9

51.9:48.1

29.3:70.7

52.2:47.8

18.0:60.0:22.0

16.0:32.7:51.3

22.3:30.7:47.4

56.7:43.3

10.6:21.6:67.8

12.1:49.3:38.6

9.8:90.2

64.5:35.5

45.0:55.0

18.4:58.9:22.7

19.8:31.6:48.6

33.5:66.5

28.1:27.5:44.4

33.5:66.5

19.1:24.6:56.3

17.3:82.7

20.3:79.7

24.8:75.2

50.2:49.8

18.5:34.5:47.0

7.0:70.8:22.2

48.2:51.8

aWeight percentages given in the same order as composition.
b From phase diagram.
©Calculated theoretical density.

Mp,b Calculated H! Density c

OK cal/g wh/Ib g/cc Ib/in. 3

1630 220 116 3.00 0.11

1635 273 144 3.19 0.12

1720 200 106 3.63 0.13

1723 307 162 2.45 0.09

1723 200 106 2.90 0.11

1730 197 104 3.66 0.13

1340 175 95 4.07 0.15

1842 225 119 3.96 0.14

1845 242 128 3.89 0.14

1845 200 106 4.48 0.16

1850 207 109 4.06 0.15

1850 220 116 3.96 0.14

1870 124 65 5.37 0.19

1870 210 111 2.73 0.10

1873 160 89 4.97 0.18

1880 210 111 4.32 0.16

1900 200 106 4.58 0.17

1900 210 111 4.05 0.15

1910 314 166 3.56 0.13

1920 197 104 4.13 0.15

1940 225 119 4.60 0.17

1940 229 121 4.03 0.15

1975 188 99 4.19 0.15

1993 224 118 3.73 0.14

2000 240 127 3.95 0.14

2020 348 184 3.57 0.13

2025 233 123 3.97 0.14

2120 413 218 3.20 0.12

Form

Compound

Compound

Eutectlc

Compound

Compound

Compound

Eutectic

Eutectic

Eutectic

Eutectic

Eutectic

Eutectic

Eutectic

Eutecfic

Eutectic

Eutectic

Eut-}- sol solution

Compound

Eutectic

Compound

Eutectic

Eutectlc

Eutectic

Compound

Compound

Compound

Compound

Eutectic
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boron nitride and pyrolytic graphite. However, the con- 
tainer matcrials offered problems during fabrication, 
sealing, and joining. 

In 1962 and 1963, the development work on silicon 
was discontinued due to interface problems between 
materials and components. The emphasis of the program 
was directed to a study of ceramic oxide eutectics be- 
cause of the wide range of melting temperatures avail- 
able. Fig. 5 and Table 1 list available data on several of 
the oxides considered. The containment problem and the 
thermo-physical properties of the most promising of these 
oxide eutectics (i.e., 3Be0-2Mg0, H ,  = 265 wh/lb, 
MP = 2145°K) are presently being determined. Several 
materials (i.e., tungsten, tungsten-rhenium, rhenium, and 
molybdenum) are being, or have been, investigated as 
container materials. During this investigation, it was 
found that molybdenum reacts at 2000°K which ques- 
tions the usability of this metal due to limited life. The 
vapor pressure of molybdenum at 2000°K (1W torr) 
begins to be of concern. In 1964, the efforts of 1963 are 
being continued and the containment problem is pres- 
ently under investigation. Two problem areas, weld 
poisoning and internal pressures, remain and are also 
under investigation. Presently, several rhenium capsules 
containing 3Be0-2Mg0 have undergone more than 700 
hrs of cycling with no apparent problems. The cycle is 
60 min at 1925"C, 30 min at 1825°C. These capsules, 
and others similar to them, will be used to determine 
the corrosion rate of the materials used at various time 
intervals. This corrosion rate information will be pre- 
sented in a subsequent SPS.  

2. Development of Photovoltaic Solar Cells, 
R. K. rasui 

Study programs are in progress to evaluate and identify 
the mechanisms of damage, other than by radiation, 
which result in degradation of the electrical performance 
of solar cells. Experiments employing both the p-on-n 
boron-diffused and n-on-p phosphorus-diffused silicon 
solar cells, previously described (Ref. 2), were continued. 
Preliminary empirical test data appear to indicate that 
p-on-n cells using electroless-nickel plating and solder 
dipped ohmic contacts degrade much faster than the 
n-on-p cells, with the same type of contacts, under expo- 
sure to elevated temperatures. The solder alloy in these 
tests was 60% tin and 40% lead. A typical example of 
a p-on-n cell exposed to a soldering temperature of 
about 410°F for a period of 1 min is shown in Fig. 6. 
This particular photomicrograph illustrates the voids 
which have formed in the interface between the nickel 

Fig. 6. Effect of exposure to 41OoF temperature for 
1 min on a p / n  solar cell 

plating and silicon wafer. It appears that three major 
factors contribute to the electrical degradation of solar 
cells employing the nickel-to-solder contacts. One factor 
is the apparent loss of nickel from the contact when the 
cell is subjected to temperatures above the melting point 
of the solder. This effect is evident by microscopic obser- 
vation and by direct measurement of contact strength. 
The effect of exposure to elevated temperatures has been 
identified although the mechanism of damage is not fully 
understood. 

A second factor is associated with the effect of heat 
on the light-sensitive surface which seems to change the 
electrical output characteristic of solar cells. The electri- 
cal degradation can be attributed to an increase in series 
and shunt resistance. This change was observed by mea- 
surements of spectral response and electrical parameters 
on both p-on-n and n-on-p cells. The former measuring 
apparatus consists of 13 narrow-bandpass filters and was 
built by the Heliotek Division of Textron Electronics, Inc., 
who also performed the measurements. Typical examples 
of spectral response measurements made on solar cells 
before and after exposure to elevated temperatures are 
graphically illustrated in Fig. 7. 

The third factor appears to indicate that the ohmic 
contact adhesion or covalent bond deteriorates with tem- 
perature and time. This phenomenon is believed to be 
caused by mismatches in the thermal coefficients of 
linear expansion of the metallic contact and the silicon. 
To observe this effect, the cells were subjected to severe 
thermal shock by ininiersing them first in liquid nitrogen 
(-196°C) and then in boiling distilled water (100°C). 
The test consisted of 5 complete cycles, and the speci- 
mens were soaked in each bath for a period of 10 sec. 
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For this test, solar cells were soldered into a 7-cell

parallel module; the metal Kovar was used for electrical

interconnection because its thermal expansion approaches

that of silicon. Microscopic inspection of the soldered

joints after exposure to this severe test did not reveal any

damage; however, contact-strength tests revealed that

the cells were in a state of stress. A typical example of

such stress characteristics is shown in Fig. 8, which pre-

sents both sides of the opened interface viewed from

the light-sensitive side of the cell. Comparison with Fig.
9 will show the effect of the thermal shock. These stress

characteristics were also noted on some n-on-p cells
which were neither exposed to elevated temperatures nor

thermal shocks other than those possibly produced by

soldering a bus wire to perform evaluation of ohmic con-

tact strength. Shown in Fig. 9 is a photomicrograph of

a typical p-on-n cell which was exposed only to localized

and controlled soldering temperature for attachment of

a contact-strength test wire. The time-and-temperature

profile was closely observed and recorded, employing

an X-Y plotter with a thermocouple attached to the

solder backside of the cell. The soldering was performed

with the aid of a soldering iron maintained at 500°F,

and the melting period of the solder did not exceed 5 sec.

The changes observed and discussed herein may vary

depending on method and technique used in heating the
solar cells. There have been some indications that tem-

perature environments, such as the types described,

should be conducted under simulated space conditions.

The results reported above were obtained in an air

atmosphere.

Empirical test results appear to indicate that the n-on-p
cells with the nickel-soldered ohmic contacts are more
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,I- 

! 

Fig. 8. Stress produced in a solar cell ohmic contact by severe thermal shock 

Fig. 9. Typical p / n  solar cell exposed briefly to 
localized soldering temperature 

capable of surviving long-time storage periods than the 
p-on-n cells with similar contacts; but prolonged storage 
at elevated temperatures seems to indicate that electrical 
degradation will occur in time. An interesting observation 
for n-on-p cells was that initial exposure to elevated tem- 
peratures increased both efficiency and contact strength. 
Because this phenomenon differed from the results ob- 
tained on p-on-n cells, experiments were performed to 

improve the contact strength of the former. Initial experi- 
ments consisted of the addition of solder preforms, which 
increase contact strength considerably. Experiments later 
were made by adding up to 4% silver to the solder during 
normal soldering operations to attach the contact strength 
test wire. Results of these tests indicate that an increase 
of contact strength can be achieved. Further tests were 
conducted on p-on-n cells purchased from Heliotek with 
nickel plating and a combination of silver, tin, and lead 
solder. The results indicate that contact strength can be 
improved about 25% over that of the present 60-tin, 
40-lead solder. Tests of such nature are conducted sys- 
tematically to provide useful engineering applications 
data for meeting both present and future space power 
requirements employing solar cell arrays. Future reports 
will include evaluation of other contacts such as the 
silver titanium plated n-on-p cells. 

B. Energy Storage 
G. M.  Arcand 

I .  Radiation Effects on Battery Behavior 

Over the past 18 months, Atomics International, under 
JPL contract, has been investigating the effects of gamma 
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radiation on the behavior of nickel and cadmium elec-

trodes in alkali media. Various significant results have

been observed, some of whicb are being studied further.

a. Electrode studies. The cells used were of an experi-

mental type employing one cadmium and one nickel

electrode taken from Gulton Type VO commercial ceils.

The cell case was of quartz and cylindrical in order to
fit into the Co-60 sources available. Two such sources

were used: a unit which delivered 1.4 X 10_ rads/hr and

another which delivered 8 X 104 rads/hr. The equilibrium

temperature within the source cavity was 45°C, and all

control cells were held at this temperature in a controlled

water bath. Integrated dosages ranged from 6 X 10_ rads
to 3 X 108 rads.

The cells were fully charged, then discharged 25%.

They were then cycled without irradiation for 24 hr and

finally placed in the radiation source. The cycle program

was: 6 min discharge at 0.2 amp, 4 min open circuit, 6

min charge at 0.2 amp, 4 min open circuit, and repeat.

No important cell voltage changes can be attributed

to gamma irradiation over the dosages employed. An

overall decrease of 10 mv seems to appear after 8 X 108
fads, but this is uncertain and cannot be considered

significant in itself.

A more important effect is the partial disintegration of

one or both electrodes. Weighable amounts of solid

material are found in the electrolyte beginning at 6 X 10 _

rads and increasing with increased dose to a maximum

observed of 77 mg at 3 X 10s rads. Some evidence sug-

gests that the major portion of this disintegration occurs

at the nickel electrode; however, no proof of this has

been obtained. No similar disintegration has been ob-

served in the control ceils. The rate of disintegration

seems to be dependent on dose rate. The average rates

of formation of residue were 0.011 and 0.19 mg/hr at

dose rates of 8 X 104 and 1.4 X 10_ rads/hr, respectively.

The data are sufficiently scattered that these values must

be considered approximate.

Analysis of the various residues shows that the Cd/Ni

ratio varies inversely with the quantity of residue and,

hence, the total dosage. The trend is shown in Table 2.

While both electrodes contain both Ni and Cd, this does

not in itself lead to a satisfactory explanation of the

change Jr/ratio.

Large dosages decrease the capacity of the partially

charged cadmium electrode. This has been observed

Table 2. Effect of radiation on composition of
battery residue

Total dose,

rads X 10 r

1.7

8.7

10.0

30.0

Weight of material,

mg

5

10.1

35.6

77

Cd/Ni

ratio

10:1

7:!

6:1

3:1

only in 30% KOH and at dosages of 9 × 107 rads and

greater. However, this lower dosage limit is established

only by the lack of experimentation at lower values. The

losses observed and duplicated amount to approximately

15% of the original capacity of the electrode. This may

be compared with losses of about 3% under cycling in

the absence of radiation. After irradiation, the electrodes

were charged to full charge (as indicated by rapid gas

evolution) and discharged repeatedly in order to see if
the loss could be recovered. These efforts were not suc-

cessful.

One electrode was inadvertently irradiated while fully

charged; this showed no loss in capacity. Evidently,

Cd(OH)2 is required to produce the phenomenon. Gross

disintegration of the electrode in the quantities observed

cannot account for the capacity loss since the quantity

of material recovered would amount to only 3 or 4% of

the original if the electrode were pure cadmium. At this

time, we have no explanation for the phenomena, but

further work is in progress.

b. Electrolyte studies. Cells constructed to study the

radiolysis of the electrolyte solution were made of

quartz in the form of a capsule. These were small enough
so that two could fit into the radiation chamber at the

same time. They were fitted with ground-glass joints to

facilitate filling and removal of product gases.

Irradiation of various concentrations of electrolyte

solution was accomplished in essentially the same man-

ner as the cells except, of course, no cycling occurred.

In most cases, air was excluded from the system. The
results are shown in Table 3.

It will be noted that considerable hydrogen and oxygen

is produced at 0.5% KOH. (72 mm of O5 corresponds

to about one-half that found in ordinary air.) On the

other hand, relatively little hydrogen, and essentially

no oxygen is produced where the KOH concentration

ranges between 10% and 40%, provided air is excluded.
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Table 3. Products of the radiolysis of KOH solutions a

Wt % KOH H2 pressure, mm Hg O_ pressure, mm Hg Atmosphere

0.5

10

10

20

20

30

30

40

30 b

30 _

133

2.1

5.4

18.2

10.7

8.6

8.6

12.8

40.3

59.1

72

0

O

O

0

3.2

3.2

4.3

104

131

He

He

He

He

He

He

He

He

Air

Air

aTotal dose = 6.6 X 107 rads (H:O); temperature = 45°C.

_Values are approximate.

Where air is present, the hydrogen evolution is greatly

increased (30% KOH) while the oxygen is actually de-

creased. (The O2 pressures correspond to slightly less

than would be found in ordinary air. )

A mechanism has been proposed to account for these
observations and will be shown in the Atomics Interna-

tional report to be issued shortly; however, this is highly

speculative and, therefore, will not be reproduced here.

The major practical point here is that, when air is

present in a cell, as is usually the case, irradiation can

cause a very significant increase in pressure if that cell is
sealed.

c. Electrode.electrolyte studies. The irradiation of the

electrolyte was modified by introducing pieces of indi-

Table 4. Products of the radiolysis of modified
KOH solutions a

Electrode H._ pressure, mm Hg O._. pressure, mm Hg

Hi 38.5 132

Cd 36.4 0

Ni b 0 28.9

aTotal dosage = 6.6 X 10 _ rads; temperature = 45°C; all systems in a He

atmosphere; electrodes at 75% of full charge.
bUnirradiated control.

vidual electrode into the solution. Table 4 shows the

results. The presence of the nickel electrode greatly in-

creased the formation of both hydrogen and oxygen,

while the presence of the cadmium electrode increased

only the hydrogen formation. The control cell containing
nickel also produced oxygen as might be expected from
the reaction

4 NiOOH ÷ 2H_O_ 4Ni(OH)_ + 02

Nevertheless, the radiation significantly increases the

amount of oxygen produced. It is probable that the

presence of air instead of helium in the system would

aggravate the situation leading to problems in an actual
cell similar to those mentioned above.

Work is continuing at Atomics International to try to
understand the observed electrode effects. The radiolysis

of the electrolyte is so complex that further investigation

at this time does not appear practical.
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IV. Guidance and Control Research

A. Thermionics Research

G. I. Cohn and N. J. Sopkovich

1. Research Towards an AC Plasma Diode,
G. I. Cohn _

a. Motivation. Possibly the most direct motivation for

the study of oscillations in plasma diodes is the require-

ment of a good AC plasma diode to eliminate the need

for inversion equipment. This would provide potential

savings in weight and an increase in over-all reliability.
Since the oscillation mechanisms are not well understood,

an additional motivation is the desire to obtain greater

knowledge in this and related fields.

Once the characteristics of the various types of oscilla-

t_ions are sufficiently well known, it should be feasible to

empirically examine all manner of plasma devices from

DC thermionic diodes to spacecraft ion engines. The

diagnostic oscillations may be either naturally occurring

or specifically induced. The frequency and decay time of

an oscillation depends on the properties of the plasma,

'Member of the technical staff, Quantum Engineering Company;

work was performed under JPL contract.

such as density and temperature, and they also depend on

the boundary conditions. Consequently the oscillations

can be used to diagnose the conditions existing in the
device.

b. Distinction between oscillations and waves. A peri-
odic time variation of the variable is all that is necessary

to characterize a phenomenon as an oscillation. For the

phenomenon to qualify as a wave it must also have a

wavelength which is functionally related to the fre-

quency predominately by the properties of the medium

through which the wave is propagating.

c. Classification of oscillations. The wide variety of

oscillations which occur in plasma devices can be classi-

fied according to the primary controlling factors:

(1) Plasma properties:

Intensive (densities, collision frequencies, fluxes )

Extensive (gradients, size)

(2) Boundary surface properties:

Intensive (emission and absorption characteristics)

Extensive (gradients, dimensions)

(3) External circuits coupled to the plasma.
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Oscillations which are primarily dictated by the ex-

ternal system coupled to the plasma are only of secondary

concern here. The extensive properties of the plasma and

the boundary surface properties affecting the oscillations

will be discussed in subsequent reports. The oscillations

of primary concern in this discussion are those which can

exist in a homogeneous plasma, i.e., homogeneous except

for the spatial variations introduced by the waves them-
selves. The classification scheme used here is based on

the types of energy involved. The four types of energy

involved are electric, magnetic, kinetic and elastic poten-

tial energy.

The most elementary types of waves are those in which

an energy interchange occurs between only two types of

energy. These are depicted in Fig. 1. With only one

significant exception, all types of waves require kinetic

energy to participate in the energy exchange phenom-

enon. Sound waves involve energy interchange between

elastic potential fields and mass motion. Alfv6n waves

involve energy interchange between magnetic fields and

mass motion. Elementary plasma oscillations involve en-

ergy interchange between electric fields and mass mo-

tion. Ordinary electromagnetic waves are the only type'-'

in which energy exchange occurs between two types of

fields without involving kinetic energy.

The next, more complex category of waves involves

the simultaneous interchange of energy between three

'-'Gravitational waves may be another such type but are not of con-
eern in current nmn-made devices.

ELECTROSTATIC OSCILLATIONS

SYMBOL DEFINITIONS

CONSTITUTIVE ]
I NT EN S I TY FLUX PARAMETER

r DISPLACEMENT F FORCE DENSITY I k ELASTANCE ]

u VELOCITY nl MOMENTUM DENSITY I Pm MASS DENSITY

E ELECTRIC FIELD LNTENSITY D ELECTRIC DISPLACEMENT FIELD I ( CAPACITIVITY F

H MAGNETIC FIELD INTENSITY B MAGNETIC INDUCTION FIELD _ INDUCTIVITY.

Fig. 1. Types of plasma waves having energy

transference only between two energy stares

,_ELECTRO MAGNEGP LASMA WAVE G

"_ MAGNETOIONIC SOUND WAVES

Fig. 2. Types of plasma waves having energy

transference only between three energy stores

types of energy stores, as shown in Fig. 2. Magneto-

ionic sound waves involve energy interchange between

the magnetic, kinetic and elastic potential energy stores.

The electromagnetic plasma waves are those in which an

energy interchange occurs between the electric, mag-

netic and kinetic energy stores. Generally, waves will

involve an interchange between all four types of energy

stores. Only under idealized conditions can waves in-

volving less than all four types of energy stores exist.

An understanding of the general wave phenomenon is

easiest to obtain by first considering the simplest waves,

i.e., those involving just two types of energy stores, and

then considering those involving three types of energy

stores. For preliminary orientation this report discusses

two illustrative eases: Alfv6n waves and transverse mag-

netosonic waves. The article following this one, by N. J.

Sopkovich, discusses the case in which essentially three

(all except electric) energy stores are involved.

d. Alfv_n waves. Alfv6n waves can occur in a highly

conducting, highly incompressible media immersed in a

DC magnetic field. In this type of wave, energy inter-

change occurs between the AC magnetic field energy store

and the kinetic or velocity field energy store. The wave

propagation takes place along the direction of the ap-

plied DC magnetic field. If the fluid supporting the

waves were compressible, a sonic component of the wave

would be generated, thereby involving the potential

energy store, and the wave would then be a magneto-
ionic wave.

Familiarity with waves can be gained on a number of

different levels, two of which are exemplified here. Fig. 8

depicts the flow graph equation format which aids the

mathematical visualization for quantitatively relating

cause and effect on an intensive or local basis. Fig. 4

illustrates a conceptual spatial model which aids the quali-

tative physical comprehension of the cause-arid-effect
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Fig. 3. Flow graph for Alfv4n type waves

sequence of events occurring in, or constituting, the prop-

agation of the wave.

As shown in Fig. 8, the Alfv6n waves can be ex-

plained by two cause-and-effect loops having the electric

current density as their only common variable and Ohm's

law as their only common causal link. Although the ex-

planation can start at any point, it is started here with

the cm'rent density, and the upper loop is considered

first. The applied magnetic field exerts a force on the

current density. This force is transferred to the mass of

the conducting fluid. This electric motor type of force

accelerates the fluid, thereby giving it a velocity. The

conducting fluid moving through the applied magnetic

field creates a Lorentz force (motionally induced electro-

motance intensity) on the charge carriers in the conduct-

ing fluid. This electromotance intensity partially produces

or controls the current density as described by Ohm's law.

Next consider the lower causal loop. The current density

produces a magnetic field as dictated by Ampere's law.

The current density and hence the magnetic field vary

with time. The time-varying magnetic field produces an

electric field, as described by Faraday's electromagnetic-

induction law. The electric field intensity partially pro-

duces or controls the current density as described by

Ohm's law. The conventional, simple Alfv6n waves occur

if the conductivity is essentially infinite. In this case

negligible electromotance intensity is required for the

production of a sizeable current density, and hence the

eleetromagnetically generated electric field is essentially

equal and opposite to the motionally induced electro-
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Fig. 4. Slab mass motion model for Alfv@n type waves

motance intensity. Applying small signal theory to simul-

taneously solve these equations for the monochromatic

plane wave ease gives:

BO

Va- (t,p,,,),/= (1)

where p,, is the mass density, and _ the permeability.

The Alfv6n speed is plotted in Fig. 5(a) against the

particle density for the case of Cs vapor for various values

of the applied magnetic field. A second abscissa scale is em-

ployed to show the Cs bath temperature required for

each particle density. It should be kept in mind that the

Alfv6n type of wave velocity in an actual Cs vapor will

differ from that shown in Fig. 5(a) because the vapor is
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Fig. 5. Speed of Ca)Alfv_n and (b) sonic waves

in Cs vapor
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compressible and has a finite conductivity. For contrast,

Fig. 5(b) depicts the sonic wave speed variation with

temperature.

The flow graph explanation of the Alfv6n wave phe-

nomenon is essentially in terms of the simultaneous point

relationships between the field quantities, i.e., an inten-

sive type explanation. Fig. 4 provides an extensive, quali-

tative type explanation that facilitates visualization of

how the wave phenomenon propagates. For this purpose

the volume of space is subdivided into thin parallel slabs

which are perpendicular to the direction of propagation.

The wave can be initiated in a variety of ways. Consider

the wave to be initiated by mechanically displacing the

lowest slab, slab-l, as depicted in Fig. 4(a). The motion

of slab-1 through the applied magnetic field generates a

Lorentz force on the charge carriers which produces a

current in slab-1 [Fig. 4(a)]. The applied magnetic
field exerts a force on the current in slab-1 which op-

poses the applied driving force. The induced current

in slab-1 varies with time and hence generates an elec-
tric field in slab-2 which drives a current in slab-2 in

the opposite direction to the initial current in slab-1. The

current in slab-2 produces a force on slab-2 which drives

it to "the right as shown in Fig. 4(b). The motion of
slab-2 to the right generates a Lorentz force which bucks
the electric field and hence reduces the current in slab-2.

This varying current in slab-2 (as well as that in slab-l)
produces a varying magnetic field which extends into

slab-8 and generates an electric field there. This electric

field produces a current in slab-8 which produces a force
on slab-8, thereby causing it to be accelerated to the

right. In this way the motion and the fields propagate

along the direction of the applied magnetic field.

The Alfv6n wave has been classified here as a two-

energy store wave. The average energy stored in the

variable magnetic field is equal to the average energy

stored in the kinetic energy field,

w_ 1 = wK. (2)

Since the Alfv6n wave requires an electric field for its

existence and since electric fields store energy, one might

be tempted to classify Alfv6n waves as a three-energy

store type instead of a two-energy store type. However,

energy stored in the electric field is

Since

v_
wE = -V- (3)

V_ <<c -_ (4)

the average energy stored in the electric field can be

neglected compared to the other energies involved. On the

basis of WE being negligible, Alfv_n waves are classified

as an essentially two-energy store type of wave.

e. Transverse magnetosonic waves. Magnetosonic

waves can occur in a conducting compressible media

pervaded by an impressed magnetic field. This type of

wave phenomena involves the interchange of energy be-

tween three types of energy, i.e., magnetic, kinetic and

elastic potential energy. Magnetosonic waves can be

considered as sonic waves whose properties are modified

by the presence of the magnetic field and the conductivity

/ MOTION Eq.

Fig. 6. Flow graph for sonic type waves
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of the media. The flow graph for sonic waves alone is

given in Fig. 6. The speed of small amplitude mono-

chromatic sound waves is:

or in terms of the temperature and particle mass,

(5)

In ionized gases the electron temperature can often be

very much greater than the heavy particle temperature.

In such cases the stiffness of the media is essentially

determined by the much higher temperature of the elec-

trons, but the density of the media is still essentially

determined by the mass of heavy particles. Consequently

the wave speed is essentially given by:

This type of wave is called an ionic sound wave. The

sound (and ionic sound) wave speed is plotted against

the temperature in Fig. 5(b) for ease of comparison with

the Alfv6n wave speed.

The flow graph for the magnetosonic waves can be

considered as the composite of Figs. 6 and 3. Figs. 7 and

8 provide an extensive type qualitative explanation which

facilitates visualization of how the wave phenomenon
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propagates. For this purpose the volume of space con-

taining the plane wave is again subdivided into thin

parallel slabs which are perpendicular to the direction

in which the wave propagates. Only the case for which

the magnetosonic wave propagates in the direction trans-

verse to the applied magnetic field will be considered

here. The explanation is simplified by first considering

the ordinary sonic wave as depicted in Fig. 7 and then

by observing how the wave phenomenon is modified by

superimposing the magnetic field as shown in Fig. 8.

The sound wave can be considered as being initiated

by compressing slab-1 which gives a velocity to the

particles in slab-1 as depicted in Fig. 7(a). The pressure

increase in slab-1 exerts a force on slab-2 moving its

material contents to the right. The pressure in slab-2 is

thus increased. Meanwhile the pressure in slab-1 has been

decreasing as it expands [Fig. 7(b)]. The increased pres-
sure in slab-2 exerts a force on slab-8 and, in turn, slab-8

becomes compressed [Fig. 7(c)]. In this way the velo-

city and pressure propagate in a sonic type wave.

Next consider a DC magnetic field applied to the

sonic wave in the conducting medium [Fig. 8]. The

velocity pattern of the slabs is essentially the same as

those in Fig. 7 and hence the velocity arrows are omitted

in Fig. 8. The motion of a conducting slab through the

magnetic field produces a Lorentz force on the charge

carriers. The force exerted by the applied magnetic field

on the resulting current in the moving slab opposes the

driving force, thereby, making the slab appear stiffer than

that due to the opposing gas pressure alone. The induced

current in slab-1 produces a magnetic field in slab-2 which

varies with time. This time-varying magnetic field gener-
ates an electric field in slab-2 which causes a current as

(o) ALFV_N WAVES (b) TRANSVERSE MAGNETO--

SONIC WAVES

Fig. 9. Orientation with respect to the applied magnetic
field of the various vector fields comprising:

(a) Alfv_n waves and (b) transverse

magnetosonic waves

shown in Fig. 8(a). The applied magnetic field exerts a
force on this current which acts in the same direction as

the wave is propagating and acts in advance of the arrival

of the kinetic pressure. Thus the magnetic field impressed

on a sonic type wave in a conducting medium makes the

wave propagate faster.

f. Elementary coupling structures. The relative orien-
tations of the vector fields are of basic importance in

guiding the choice of electrode boundary structures,

which might or should be used to couple into and out

of various types of waves. For this purpose, the relative
orientation of the vector fields involved in plane waves

of the Alfv6n type and the transverse magnetosonic type

is given in Figs. 9(a) and 9(b), respectively. The salient

similarities of these two wave types are as follows:

(1) The mass velocity is perpendicular to the applied

magnetic field for both types of waves.

(9) The electric field is perpendicular to both the mass

velocity and the applied magnetic field for both

types of waves.

(3) The current density has the same orientation with

respect to the other fields for both types of waves.

The principal differences are as follows:

(1) The wave propagation direction is in the direction
of the applied magnetic field for an Alfv6n wave

but is in the direction of the mass velocity for the

transverse magnetosonie wave.

(2) The AC magnetic field is in the direction of the
mass velocity for an Alfv6n wave but is in the direc-

tion of the applied magnetic field for the transverse

magnetosonie wave.

Plane-parallel conducting boundaries can be used in

various ways such as those in Figs. 10 and 11 for Alfv6n

and transverse magnetosonic waves, respectively. Figs.

10(a) and ll(a) depict boundaries essentially perpendicu-
lar to the current flow. The major advantage of this

arrangement is the direct conductive coupling of the
oscillations to the external circuit. If the wave is already

in existence, it is only necessary to connect a resistance

between the plates to couple energy out of the wave

[Fig. 10(a)], if the wave is not already excited and it
can be induced by connecting a voltage source in series

with the resistor [Fig. ll(a)].

Figs. 10 (b) and 11(b) depict boundaries perpendicular
to the mass motion and hence impose boundary condi-
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to)
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Fig. 10. Orientation of parallel plane boundaries for Alfv_n type waves
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I
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(b) (c)

Fig. 1 1. Orientation of parallel plane boundaries for transverse magnetosonic type waves

tions on this motion. In this arrangement the conducting

plates are parallel to the electric field and hence intro-
duce nulls in the electric field at these boundaries. Since

there is no component of the current perpendicular to

the plates, the plates cannot be used for conductive

coupling to the wave. These waves can be inductively

coupled to an external circuit by means of loops about

the variable magnetic field component [Fig. 11(b)].
Figs. 10(c) and ll(c) depict boundaries perpendicular to

the applied magnetic field. For the Alfv_n case, the

boundaries as shown in Fig. 10(c) reflect the wave and

hence assist in forming a standing wave. For the magneto-

sonic case, the boundaries as shown in Fig. ll(b) reflect

the wave and hence assist in forming a standing wave.

Figs. 12 and 18 give the cylindrical boundary analogs

of the cases shown in Figs. 10 and 11, respectively. The

arrangements in Figs 12(a) and 13(a) have the advantage

of providing direct conductive coupling to the wave via

the electrodes. The other arrangements can be magneti-

cally coupled to the external circuit.

g. Push-pull coupling structures. Alfv6n waves havo

the wave vector parallel to the applied magnetic field.

Hence if conductive coupling to the wave is used as

in Fig. 10(a), the length of the conducting electrode in

the propagation direction should be one-half wavelength
in order to collect a maximum current. If this length is

made larger, the current will decrease since portions of

the intercepted currents will be oppositely oriented.

An improved arrangement would be to split one plate as

in Fig. 14(a) and operate in a push-pull mode. The analog

of this for cylindrical geometry is given in Fig. 15(a).

Transverse magnetosonic waves have the wave propa-

gation direction perpendicular to the applied magnetic

field. Hence if conductive coupling to the wave is used

as shown in Fig. ll(a), the width of the conducting

electrode in the propagation direction should be one-half

wavelength for maximum output. For push-pull output,

the electrode should be split into two electrically insu-

lated electrodes [Fig. 14(b)]. The cylindrical analog of
this is given in Fig. 15(b).
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(°)

(a)
L

Cc)

Fig. 12. Orientation of cylindrical boundaries for Alfven type waves

Fig. 13. Orientation of cylindrical boundaries for transverse magnetosonic type waves

(a) ALFVEN MODE

A
._T

(b) TRANSVERSE
MAGNETO-
SONIC MODE

Fig. 14. Plane electrode arrangement for conductive

push-pull coupling to: (a) Alfv_n waves and

(b) transverse magnetosonic waves

F?

(a)ALFV_'N MODE

LB

J

vii

'I

)

(b) TRANSVERSE
MAGNETO-
SONIC MODE

Fig. 15. Cylindrical electrode arrangement for con-

ductive push-pull coupling to: (a) Alfv_n waves

and (b) transverse magnetosonic waves
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Fig. 16. Plane electrode traveling wave coupling to transverse magnetosonic waves

h. Traveling wave coupling structures. Traveling wave

operation can be arranged by splitting one (or perhaps
both) electrodes into a multiplicity of electrically insulated

segments spaced one-half wavelength between their cen-

ters. Alternate segments are then connected together to

provide the output; this is shown in Fig. 16 for the case of

a transverse magnetosonie wave.

i. Program, results and concluding remarks. To obtain

a better understanding of plasma waves which may oc-

cur in thermionic diodes, a combined experimental and

theoretical program has been pursued. Three diodes

have been constructed so far to study plasma oscillations

which may occur within them.

The first diode had a structure consisting of a disc-

shaped anode approximately 2 cm in diameter with a

tungsten filament parallel to the plane of the anode and
0.5 cm from it. Oscillations have been observed in this

tube in the frequency range from about 6 kc to over 100

kc. The electrode geometry makes theoretical interpreta-

tion difficult. In addition the glass envelope has turned

brown due to a reaction with the cesium, making
observation of the interior difficult.

The second diode constructed had a cylindrical geom-

etry similar to that shown in Fig. 13. Unfortunately,

the glass envelope of this tube broke before significant
data on the oscillations could be obtained.

A third diode was constructed [Fig. 15(b)]. Unfortu-

nately, this tube developed a leak in a seal before data

could be obtained. This tube is now being repaired.

The project was initiated by Dr. N. J. Sopkovich, and

the following article presents his mathematical analysis,

with theoretically derived curves, for the transverse

magnetosonic waves discussed above.

2. Magnetosonic Standing Waves in Cs Plasma,
N. J. Sopkovich

The cesium plasma in a thermionic diode provides an

easily ionizable medium for supporting plasma waves

(Ref. 1). The preceding article presents a tutorial intro-

duction to this subject. Ionic waves have been observed

experimentally in plasmas (Refs. 2 and 8), as have the

Alfv6n waves (Ref. 4).

The hydrodynamic equations of an initially neutral,

fully ionized, uniform, infinite plasma result in the follow-

ing dispersion relation for small amplitude waves prop-
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agating in the x-direction in a static uniform magnetic

field B0 in the z-direction:

(1 % "_ + i
0)2 (0 2

X 1 j_kZc._ co2_kZs _ +i =7 -_Z_k2s 2]

(1)

where the current density vector il of the wave is taken

to lie in the x-y plane. Neglecting the collision frequency

ve_ yields the approximate solution

e+O + k s w-4--Op+ , e + f (2)

for the low-frequency mode where

P -- i + k--_c2, P - _o_ + o_e_o_
(3)

For k¥ '_ << _ Q << P, Eq. (2) reduces to a magneto-
p

sonic wave for which

J = k"(s, + sl). (4)
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Fig. 17. Low-frequency mode for Cs plasma

Table 1. Definition of symbols

_, angular frequency of small amplitude wave

i, exp i ( ,_t - k • x ) in a plasma

k propagation vector of wave ( k = k 1_.)

i, amplitude of current density vector ( assumed to lie in

x-y plane )

K Boltzmann constant

T, equilibrium temperature of electrons ( Maxwellian

distribution assumed )

T_ equilibrium temperature of cesium ions

m mass of cesium atom ( _ mass of cesium ion

neglecting m, )

m, mass of electron

_o ( N_ + 2 )/N_ for electrons

N° number of degrees of freedom for electrons

_,_ (N, -+- 2)/N_ for ions

N, number of degrees of freedom for ions

Bo static magnetic field along z-axis

r_ equilibrium number density of electrons ( or ions ) in

neutral, fully ionized cesium plasma

wp plasma angular frequency ( _ = noe21m_ e,,)

e electronic charge

_0 electronic cyclotron angular frequency ( _,. = eBo/m, )

c speed of light in a vacuum

_ ionic cyclotron angular frequency ( o_, = eBo/m )

p, collision frequency for ions and electrons

s_ (_,kL/m) v*

so ('t_kT,/m) w

s speed of sound in a plasma ( s_ = s] q- s,2)

s, Alfv6n velocity for a plasma ( s_ = B2o/#,,n.,m )

_,_o,,/_,_

t s=/c 2

t, s_/c _

# w,/_ = m/m, ( = 2.44 X 105 for cesium)

,I0- plasma resonance frequency [smaller root of

,, vacuum capacitivity = 10-,/36= Farads/m

p,. vacuum inductivity = 4r X 1O-_ Henrys/m

Solutions of Eq. (1) for the lowest mode are plotted in

Fig. 17 in reduced units for a cesium plasma. As the

curve for _ approaches v0-(¢), the magnitudes of i_¢ and

i_ become equal but out o{ phase, so that the current

rotates about the magnetic field as a positive charge

would. Elsewhere li, l >> li,,I, giving the wave a pre-

dominantly transverse character.
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ENGINEERING MECHANICS DIVISION

V. Materials

A. Basal Plane Shear Behavior

of Pyrolytic Graphite at
High Temperatures

W. V. Kotlensky, D. Fischbach, and H. E. Martens

Earlier work (Refs. 1, 2) has shown that the early stage

of the high-temperature deformation of pyrolytic graphite

produced by applying a stress parallel to the deposition

surface is associated with straightening of the wrinkled

basal planes which make up the as-deposited structure.

The mechanism by which this deformation occurs is not

fully understood. Slip or shear along basal planes is cer-

tainly one of the components involved. An understanding

of the basal plane shear behavior of pyrolytic graphite

and its dependence on temperature should aid in eluci-

dating this mechanism.

Specimens for the basal plane shear study were ma-

ehined and tested in tension as done previously (Ref. 3).

In the current study, tensile test specimens were ma-

chined from %-in.-thick plates of pyrolytic graphite with

the principal stress direction making an angle of 12 deg
with the deposition surface. The material had a medium-

grain size, substrate-nucleated structure, and appeared
to be representative of the current state of the art for

thick plates.

The deformation which occurs, as observed previously

(Ref. 3), is confined to a narrow slip region. In such cases

the resolved shear stress can be calculated by means of

a standard equation after correcting for the change in

area which accompanies large deformations. A sketch

of the specimen after deformation by basal slip and the

corresponding equation for calculating the resolved shear

stress are shown in Fig. 1. The angle between the tensile

axis and the slip plane is not constant, but decreases with

increasing elongation. In applying this equation, the

appropriate value of the angle was used to calculate the

shear stress. The ideal case assumed for this analysis
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O._S /9:ANGLE BETWEEN PLANE OF

DEPOSITION SURFACE AND

DIRECTION OF APPLIED STRESS

o"T ; sin /9 cos 2 /9

°-s = t cos lg-L__/ sin /9

Fig. 1. Specimen geometry and equation used in

calculating basal shear stress

was not obtained in actual practice. The test arrange-

ment used introduced a bending moment which increased

as the deformation increased. The effect of this bending
moment on the resolved shear stress has been assumed

to be small and no attempt was made to correct for it in

reducing the data.

Typical basal shear stress versus elongation curves are

shown in Fig. 2. The initial hump is associated with the

dewrinkling process which must occur to some extent

before basal plane slip can occur on a macro-scale. The

shape of this hump varies with temperature as indicated.

At elongations beyond the tail of this hump (_10%) the

deformation mechanism is basal plane shear. In this

study, such as shown in Fig. 2, the procedure consisted

of testing at a constant temperature or of lowering the

temperature in a stepwise manner and continuously re-

cording the stress and accompanying elongation. Upon
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Fig. 2. Typical basal shear stress versus elongation

curves for pyrolytic graphite
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Fig. 3. Basal flow stress versus temperature for

pyrolytic graphite

lowering the temperature, the stress increases with elon-

gation until a new flow stress is established at the lower

constant temperature. Close examination of the data re-

vealed a slight upward slope of stress with strain at

constant temperature which can be interpreted as an

indication of work hardening.

A plot of pyrolytic graphite flow stress versus tempera-

ture as measured in the above manner is shown in Fig. 3.
While these are flow stresses, it should be understood that

these values are not the same as might be expected for

graphite single crystals. Slip does not occur on perfectly

fiat basal planes, but rather on surfaces which are

wrinkled and have grain boundaries. The degree of de-

wrinkling and work hardening which has occurred ac-
count for the differences in flow stress shown at each

temperature. The opened and darkened circles represent

tests in which the initial deformation and dewrinkling

to approximately 12% elongation were carried out at the

temperatures indicated. The _ symbol represents a test

in which the specimen was heated at 3000°C for 1 hr
under no load.

The shape of the two curves shown in Fig. 3 and the

effect of initial deformation and heat-treating tempera-

tures suggest that basal flow in pyrolytic graphite is a

thermally activated process at temperatures above 2200°C
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a 

Fig. 4. Typicai surfaces of pyroiyiic graphiie over which basai shear has occurred 

and is dependent upon the grain or crystallite boundaries. 
Evidence for the presence of grain boundaries in the slip 
surfaces is shown in Fig. 4. The surface which was ini- 
tially deformed at 276OOC shows a greater wrinkled struc- 
ture and more boundaries than the one deformed at 
3000°C. As shown in Fig. 3, the flow stress is higher for 
the lower temperature treatment. 

Gillin' has recently found that the room temperature 
basal flow shear in good natural graphite single crystals 
is only 0.7 Ib/in.' Because of the minimum stress limita- 
tion in the current work, as shown in Fig. 2, it was not 
possible to determine how closely this value is approached 
in polycrystalline pyrolytic graphite at high temperature. 
However, these results would indicate that the suggestion 
of Davidson and Losty (Ref. 4), that the increase in 
strength of graphite over the range room temperature 
to 25OOOC is due to an increase in basal shear strength, 
is not valid for polycrystalline graphite. It seems more 
likely that grain boundary behavior is the controlling 
factor, and that the increase in strength is a result of 
increased ductility. 

'Gillin, L. M., private communication, University of Cambridge, 
England. 

B. Development of Total Hemi- 
spherical Emissometer 

W. M. Hall 

During the report period further modification has 
been made on the equipment for measuring total hemi- 
spherical emittance. This consisted in fabrication of a 
conical cavity radiation receiver of sufficient size to pre- 
sent a black, cold radiation sink to the 6 X 6 in. samples 
used in the equipment. Previously, a cooled flat plate, 
painted black, was used and emittance calculation was 
based on parallel plate heat transfer equation, using a 
spectrally gray assumption concerning the black paint. 
Theory indicates that the new receiver is 99% effective 
as a blackbody, and subsequent emittance measurements 
on a variety of surfaces have confirmed this value. The 
present accuracy of these emittance measurements is as 
follows: for gray samples about 3%, including repeat- 
ability, for nongray (such as white paint) about 8%. 
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VI. Applied Mechanics

Ao Fluid Mechanics and

Thermodynamics
J. A. Plamondon

1. The Solar Constant: Uncertainties and Their

Effects on Solar Absorptance

At the present time it appears that the most accurate

and reliable reporting of the solar constant is that by

F. S. Johnson (Ref. 1). Johnson reports the solar constant

to be 2.00 ±0.04 cal/cm 2 min. The ___0.04 cal/cm 2 min

uncertainty is reported to be the result of: (1) errors in

the measurement of the relative energy spectrums of the

ultraviolet at wavelengths shorter than 0.36 tt and of

the infrared wavelengths longer than 2.0/t with the errors

in both regions resulting from inaccurate knowledge of

the relative spectral energy distributions, and (2) errors

in calibration of relative spectral measurements to abso-

lute values which is a standards problem. Of the two

types of errors, there seems to be a consensus among

investigators that calibration errors are the largest errors
involved in the determination of the solar constant. The

total error in the ultraviolet energy spectrum at wave-

lengths less than 0.36/_ affects the solar constant by less

than 0.5_, with energy content errors in the ultraviolet

not exceeding 10_. Total error in the relative energy spec-

trum of the infrared at wavelengths longer than 2.0/_ is

negligibly small in terms of the total solar constant, with

energy content error in the infrared at wavelengths

greater than 2.0/_ being less than 10_. Errors in the rela-

tive energy spectrum and absolute energy content in the

spectral region from the ultraviolet to the infrared (0.36 tt

to 2.0 tt) is small according to Ref. 2; absolute energy

content error in this region is reported to be less than

0.4_ which appears consistent with the findings of most

investigators. A time variation in the solar constant at

one mean Earth distance of 0.3_ is reported in Ref. 3.

In order to aid in understanding the meaning of the

value given for the solar constant, a block diagram of

the measurement procedure by which the solar constant

is obtained is shown in Fig. 1 (adapted from Ref. 1); this is

intended to aid in following through the measurement

steps and corrections by which the solar constant is ob-

tained. The procedure is as follows: Relative energy spec-

trum measurements between the wavelengths of 0.346

to 2.4/_ are made of the irradiance at the Earth's surface.

At the same time the spectral measurements are being

made, a calibration measurement is being made by which

the absolute scale of the spectral curve can be set. Johnson

and many at the National Bureau of Standards use a
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I ABSOLUTE ICALIBRATION

RELATIVE SPECTRAL

IRRADIANCE

MEASUREMENT, EARTH

SURFACE 0.546 - 2.4/_

_B___.

[ CORRECTION TO 1

I RELATIVE MEASUREMENT J

------

[ ABSOLUTE ENERGY SCALE ESTABLISHED ]

FOR EARTH SURFACE RELATIVE SPECTRUM]

ABSOLUTE SPECTRAL IRRADIANCE

CURVE 0.346 - 2.4/.z

r ]
[ EXTRAPOLATE TO ZERO AIR MASS j

ZERO AIR-MASS SPECTRAL tRRADIANCE

CURVE 0.346 - 2.4/z

[ ADD UV CORRECTION AND IR CORRECTION l

[i____ AND INTEGRATE J

i
I SOLARCONSTANT

Fig. 1. Procedure for determining solar constant

pyrheliometer for calibration purposes. With the pyrheli-
ometer, a total Earth's surface solar irradianee measure-

ment is made. For the spectral measurement, Johnson

uses a spectrobolometer. The pyrheliometer measurement
is used to set the absolute scale of the Earth's surface

spectral curve by adjusting the integrated energy under

the spectral curve to equal the value measured by the

pyrheliometer. However, before this is done, a small cor-

rection is made to the spectral curve since the sensitivity

of the spectrobolometer at the ends of the Earth's surface

solar spectrum is not as good as that of the pyrheliometer.

In the case of Stair and Johnston's (Ref. 2) work, the

absolute scale of the Earth's surface solar spectrum is

set by comparing the energy measured in each spectral

region against the energy radiated in the spectral re-

gion by a standard source. The standard source used

by Stair and Johnston was a heated tungsten ribbon for

which the temperature and the spectral emittance is
assumed known. The "correction to relative measure-

ment" does not have to be made in their case. Once the

absolute scale for the Earth's surface solar spectrum is

set, the spectral curve is then extrapolated to zero air

mass (spectrum outside of the Earth's atmosphere in the

spectral range measured on the Earth's surface). This

correction is performed wavelength by wavelength since
the magnitude of the correction is a function of wave-

length. Upon obtaining a zero air-mass corrected spec-

trum the spectrum is integrated for energy content. To

this energy, the energy in the spectral regions not meas-
urable on the Earth's surface is added in to obtain the

solar constant. The amount of energy to be added in was

obtained from high-altitude balloons and rockets. The

energy content in the ultraviolet below 0.36/_ not meas-
urable from the Earth's surface is believed to be accurate

to better than 10% based on high-altitude rocket measure-

ments. In the infrared an accuracy of better than 10% is

also reported for the energy content above 2.0/_, on the

basis of high-altitude balloon measurements.

The main difficulty in determining the solar constant

appears to be in calibrating the relative Earth's spectral

curve to an absolute curve. According to Johnson, Stair

and Johnston, and Ref. 3, the correction to zero air mass

is relatively accurate. They report that the error is less

than 0.4% for the total energy content in the spectral

range from 0.36 to 2.0/_ as a result of the correction to

zero air mass. If this is the case (no apparent disagree-

ment exists between investigators, Refs. 1-7), then it

would be very difficult to improve on the accuracy of the

solar constant by measurement in space, since calibra-

tion problems would certainly be more difficult than on
the Earth's surface.

The following is a crude analysis of the effects of errors

in spectral and total characteristics of the solar constant

on the solar absorptance of some common thermal con-

trol surfaces. The computations are based on the work

of Johnson and are purposely made conservative in order

to maximize the magnitude of the effects. The surfaces

chosen for investigation are gold plate, Cat-A-Lac fiat

black paint, and Burbank white paint.

Consider first the effect of errors in the energy content

of the ultraviolet at wavelengths shorter than 0.36/_ and

in the infrared at wavelengths longer than 2.0/t. Let So

be the nominal value of the solar absorptance of a surface

to nominal Johnson solar spectrum. The variation in the

nominal solar absorptance due to errors in the ultraviolet

and infrared can be obtained from the following expres-
sion

F%E*vv)/Eo-o3_. \
., so L 100

(%E*IR) / E2.0_-o_\ -1

+

where Eo-o.36#/Eoo is the nominal percentage in the ultra-

violet, E2.ot,__/Eoo is the nominal percentage of energy in

the infrared, (%E*UV) and (%E*IR) are the percent error
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Table 1. Ultraviolet and infrared energy content
and associated error

% E*UV % E*IR Eo-o._JE= E=.o_-oo/E=

10 10 5.5 6.1

Table 2. Nominal absorptances a

Surface 0_0--e.;_# 0_2.0/z-_o G0

Gold 0.68 0.12 0.25

Cat-A-Lac black 0.92 0.96 0.96

Burbank white 0.92 0.85 0.25

aHall, W. M., private communication,Jet PropulsionLaboratory, Pasadena,Calif.

in the energy contents of the ultraviolet and infrared, and

ao-o.a6_ and a_.0_-= are the nominal absorptance of the sur-
faces in the ultraviolet and infrared portions of the solar

spectrum. Since these computations are recognized as

being crude, it is assumed that the above quantities are

independent of wavelength in a given spectral range.

Tables 1 and 2 show the value of each of the quantities

in the above equation.

Placing the values listed in the above tables into the

equation, the error in a, as a result of errors in the energy

content of the ultraviolet and infrared, for nominal solar

irradiance, is

Gold

Cat-A-Lac black

Burbank white

a, ----0.25 ±0.0045

as --- 0.96 ±0.011

as --- 0.25 ±0.010

If a 2.0_ error is added in to conservatively account for

all errors not accounted for above, the values listed above
become

Gold

Cat-A-Lac black

Burbank white

as ----0.25 -+-0.010

a, = 0.96 ___0.030

a, = 0.25 ±0.015

The results indicate that white surfaces in nominal sun-

light would suffer a maximum uncertainty in absorbed

energy of approximately 6_ which would correspond to
a maximum temperature uncertainty of slightly greater

than 1_;. The uncertainty for gold surfaces would be ap-

proximately 4g and for black 3g, in absorbed energy. As

stated, within the framework of Johnson's measurement

of the solar constant, the above uncertainties are con-

servative. It should be noted that the magnitude of these
uncertainties is of the same order as those associated with

the measurement accuracy of the nominal absorptances.
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VII. Aerodynamic Facilities 

A. Wind Tunnels 
D. E .  Lund, 1. G. Herrera, R. Hiller, and R. Harrison 

7 .  Pulsed-Light Schlieren, D .  E. iund 

Wind Tunnel Test 20-595 was an evaluation study of a 
stroboscope unit manufactured by Edgerton, Germeshau- 
sen, and Grier, Inc. The test was made to determine if 
this stroboscope, Type 501, could help to provide a higher 
quality of wind tunnel free-flight data in comparison with 
that taken by using a steady light source. The stroboscope 
has a flash rate capability of up to 6000 flashedsec. Flash 
duration can be as low as 1.2 psec. 

It is anticipated that the stroboscope eventually will be 
used in both the supersonic and hypersonic wind tunnels. 
For this test, however, the stroboscope was integrated 
into the 20-in. Supersonic Wind Tunnel schlieren system 
by making a small modification to the light house. Wire- 
supported free-flight models were released during the test 
in order to simulate actual testing conditions. A Fastax 
camera, equipped with a reluctance pickup, was used to 
start the stroboscope, synchronize the flash, and finally, 
to take the pictures. 

The stroboscope unit operated satisfactorily in almost 
all areas. However, a slight decrease in strobe light inten- 
sity did occur during the lamp running time. This condi- 
tion is not considered unusual for stroboscopes and is 
directly related to the high capacitance discharge re- 

quired. It is expected that the use of a xenon bulb, espe- 
cially designed for wind tunnel schlieren systems, will 
minimize the problem. 

Test results indicate that the stroboscope improves film 
resolution and also gives a more pronounced schlieren 
effect. Fig. l ( a )  is a photograph taken with the regular 

( 0  1 STEADY LIGHT SOURCE 

( b )  STROBOSCOPE LIGHT SOURCE 

Fig. 1. High-speed movie schlieren of a 1 O-deg semi- 
vertex angle cone; M = 4.54, P,, = 330 cm Hg abs, 

4000 frarnes/sec, 1 -in. grid 

5 1  
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steady schlieren light source. The film exposure time is 
about 1/12,000 sec (83 psec) for a Fastax camera film 
speed of 4000 framedsec. Fig. 1 (b)  presents a typical 
photograph taken with the stroboscope unit. The improve- 
ment in wake definition and model sharpness is evident. 
Additional testing will be required to evaluate the newly 
designed xenon bulb, and also to determine model back- 
lighting capabilities of the stroboscope. 

2. Wake Pressure SUrVeyS, J. G. Herrera  

Pressure surveys through the wake of a cone with and 
withoQt support interference were obtained during Test 
21-158B. A cone model composed of an aluminum shell 
and filled with lead was supported by a 0.0.26-in.-diameter 
vertical wire. Lead was used to weight the model suf- 
ficiently so that in supersonic flow when the wire was 
broken, the model would fall nearly vertically at zero 
angle of attack. Prior to releasing the model, pressure 
measurements were taken through the wake with a small 
probe 0.125 in. in diameter, mounted on the vertical 
traverse. A 3-in.-long probe with a close-coupled pressure 
transducer was used to obtain the wake survey as the 
model fell freely. Fig. 2 presents the data measured with 
the model wire-supported and during free fall. 

The data taken with the free-falling model are asso- 
ciated with a wake in which the neck was positioned 

1.6 

I I 
U 
w o  r WIRE SUPPORTED a k  

w w 1.2 
w a  
a 1  

~a 
a 0.8 

ki2 

LV) 
I c n  

w w  

8: 
\ 

& m  
0.4 

1.7-in. EASE DIAMETER 

0 ' 0 I 2 3 4 5 

DISTANCE AFT OF BASE, in.  

Fig. 2. Wake-free stream static pressure ratio a s  a 
function of probe distance from base, M = 4, 

(Y = Odeg, R D  = 1.8 X lo5 

approximately three model diameters downstream of the 
base. In contrast, the neck in the wire-supported case was 
located about one model diameter from the base. This 
same trend has been observed when boundary layer trips, 
such as wire rings, are employed. Inspection of the 
schlieren pictures shows that the wake is laminar during 
the free-falling runs. The data in Fig. 2 indicate the dif- 
ference in pressure between the wire-supported and free- 
falling model. It should be noted that the pressures 
obtained during free fall were affected by the presence 
of the pressure tube and especially the adjoining cone- 
cylinder which contained the transducer (Ref. 1). This 
probe will be redesigned to minimize, if not eliminate, 
interference and the magnitude of interference will be 
determined. In particular, measurements will be taken 
which will show the wake pressure distribution along 
several vertical planes. When these data are available it 
will be possible to more realistically evaluate the effect 
of a vertical wire and study the wake pressure distribu- 
tion on the free-fall cone. 

3. Interference-Free Base Pressure Measurements, 
R .  C. Hiller and R. G. Harrison, Jr. 

The initial investigation of base pressure telemetering 
was reported previously in Ref. 2. A more recent test pro- 
gram (WT 21-166) employed plastic, 10-deg half-angle 
cones with a 1.5-in.-diameter base. The telemeter package 
(Fig. 3) was redesigned to reduce the size and to simplify 
construction, but the circuit is basically the same. The 
models were tested at M = 5, dynamic pressure of 2 psia, 
Reynolds number/in. of 2.3 X 1 0 .  The model angle of 
attack was zero for all runs. 

Fig. 3. Typical cone model and transducer 
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For calibration purposes, the base pressure was meas- 
ured with a pitot probe remotely positioned with the tip 
of the probe % in. aft of the cone base. The effect of the 
probe presence on the base pressure was observed by 
mounting the probe on a pneumatically operated traverse 
which allowed it to be raised clear of the model wake in 
less than 0.2 sec. The pressure decreased 0.125 mm Hg 
when the probe was removed (Fig. 4). 

A typical oscilloscope trace is shown in Fig. 5 and a 
plot of base pressure ratioed to free-stream static, Pb/P, ,  
is shown in Fig. 6. The sequence, as shown in Figs. 5 
and 6, is a wire-supported segment which is the reference 
pressure, free flight, and the end of the flight when the 
model is in the catching basket. When the model was in 
flight, the boundary layer was laminar. 

0.6 

0.4 

8 

e \ 

0.2 

0 
0 

Fig. 4. Effect of probe on base pressure Fig. 5. Typical oscilloscope trace 

SUPPORTED I 
I 

FREE FLIGHT 

! -4 END OF FLIGHT 

20 40 60 

t, msec 

Fig. 6. Base pressure during flight 

80 I O 0  
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The reference pressure ( wire-supported condition) was 
0.68 mm Hg and the base pressure when the model was 
in flight was 1.89 mm Hg. The accuracy of these measure- 
ments is estimated to be within 10%. Further development 
of the telemetering technique will include the miniaturi- 
zation of the package, development of a heat transfer 
package, and use of a launch tube rather than a wire 
for model release. 

B. Hypervelocity Laboratory 
W. A. Menard 

I .  Development of a Phofoelectric Gage to 
Measure Ultraviolet Radiation 

In an attempt to measure ultraviolet radiation in the 
current planetary gas radiation investigation (Ref. 3), a 
tungsten photoelectric gage has been designed. Measure- 
ments have been made of the nonequilibrium radiation 
from a 25,000-ft/sec normal shock in a mixture of 90% 
nitrogen, 9% carbon dioxide and 1% argon at a pressure of 
0.250 mm Hg. The wavelength band observed by the 
gage is several hundred angstroms wide and centered 
around a wavelength of 1000 %. 

The present gage design is based upon an earlier de- 
sign used by Camm, et al (Ref. 4). A diagram of the gage 
and the associated electrical circuit is shown in Fig. 7. 
The sensitive element is high purity tungsten having an 
impurity ratio of only 100 ppm. The gage is sting-mounted 
in the shock tube facing toward the diaphragm as shown 
in Fig. 8. When the tube is fired, a shock wave approaches 
the gage and high energy photons begin to hit the 
tungsten element. Electrons are ejected from the surface 
and collected by the brass gage body which has a 190-v 
positive potential with respect to the tungsten. The re- 
sulting photoelectric current produces a voltage change 
across a W5-ohm load resistor which is displayed on an 
oscilloscope. Fig. 9 is a photograph of an oscilloscope dis- 
play showing the gage response from time of diaphragm 
opening to time when the shock wave makes contact with 
the tungsten element. The gage output is seen to increase 
steadily as the shock approaches the gage. 

The field of view of the gage is defined by the two 
optical stops, and the measurement is made when the 
shock wave collides with the first stop. Using the pho- 
toelectric yield of tungsten (Ref. 5), the measured 

OPTICAL STOPS 

-TUNGSTEN 
ELEMENT 

+ I in. + 

F-I OUTPUT 

Fig. 7. Photoelectric gage and circuit 

Fig. 8. Photoelectric gage mounted in shock tube 
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a 

Fig. 9. Gage response from time of diaphragm opening 
to time of shock wave contact with tungsten 

photoelectric current, and considering the geometry of 
the problem, the nonequilibrium radiation may be com- 
puted. A few of the developmental runs have been re- 
duced to give approximately 50 w/cm2-p-2T sterad. 

During the gage development an interesting phenom- 
enon was observed which had a direct influence on the 
interpretation of the data. The brass foresection of the 
original gage design was not insulated from the rest of 
the brass case, as is shown in Fig. 7. The response from 
the original gage became erratic when the shock wave 
came in contact with its leading edge. The voltage output 

POSITIVELY CHARGED 
SHOCK TUBE WALL 

/ / / / / / / / / / / / / / / / / / / / / / L L L L / / / / / / / / / / / / / / / / L  

t 
e 

- 
TUNGSTEN L' SHOCK 

WAVE 
BRASS CASE 

m 
Fig. 10. Diagram of original gage design illustrating 

electron flow from gage to shock tube wall 

dropped rapidly to zero and then gradually fluctuated to 
higher voltages until the shock made contact with the 
tungsten element, after which the trace jumped off scale. 

Physically, this phenomenon indicated a sharp decrease 
in current when the shock wave struck the gage. Since 
there was no reason to believe that the photoelectric 
emission from the tungsten had decreased, it appeared 
that electrons were conducted through the shock wave 
to the tube as illustrated in Fig. 10. For this to happen 
the wall would have to be at a positive potential relative 
to the tungsten. The shock tube is known to have a large 
potential during the run due to the discharge of several 
thousand volts in the driver section. 

The gage was, therefore, modified as shown in Fig. 7, to 
insulate the foresection from the rest of the circuit. Results 
of this change are shown in Fig. 11. The upper oscillogram 

SHOCK TRAVEL - DIRECTION OF 

TIME- 4 k - 2 w s e c  

INSULATION 

Fig. 1 1. Time-history data and corresponding 
position schematics of shock travel along 

the original and modified gages 
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shows the response from the original noninsulated gage;

the lower oscillogram shows the response from the modi-

fied gage. The schematic below each oscillogram illus-

trates the position of the shock wave along the gage

corresponding to the time-history data as calculated from

the gage dimensions and the measured shock speed.

The observed results verify that the electrons were,

indeed, being conducted to the shock tube wall. It is

interesting to note that when the shock has passed the

insulation, the wall again attracts electrons from the

gage.

It was also necessary to see if the electrons emitted

from the tungsten were all collected by the brass case.

If they were not, the measurement would indicate a lower

radiation level than actually was produced. By varying

the potential from 20 to 200 v it was found that repeat-

able radiation measurements were obtained for potentials

greater than about 80 v. Below 80 v lower outputs were

observed, indicating the electrons were not all being
collected.

It was concluded that the gage potential must exceed
80 v in order to obtain reliable measurements.
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PROPULSION DIVISION

VIII. Solid Propellant Engineering

A. Possible Micrometeoroid
Hazard to Solid Rocket

Motors
C. L. Robillard

The probability of one or more critical penetrations of

solid propellant spacecraft motors has been estimated for

an unmanned Mars mission application. Large uncertain-

ties exist in the data required to perform these calcula-

tions; however, the estimated probabilities of critical

penetration do show a basis for concern.

Calculation of meteoroid damage requires a knowledge

of: (1) meteoroid environment, including meteoroid den-

sity (pp), velocity (Vp), spatial distribution, and cumula-

tive flux (N) as a function of mass; (2) penetration depth

as a function of mass, velocity, density, and of incidence

angle of the impinging particle; and (3) a valid failure
criteria.

Whipple's values (Ref. 1) for cumulative meteoroid

impact rates as a function of meteoroid mass and density

and his best estimates of meteoroid velocity and den-

sity were used to describe the near-Earth environment.

The deep-space flux was estimated from data given by

Jaffe (Ref. 2) by assuming the same values of the near-

Earth to deep-space flux ratios as a function of meteoroid

mass. Experimental data of Scully (Fig. 1) were used to

obtain penetration depth for steel for a meteoroid veloc-

ity of 20 km/sec. Scully's penetration data were for

spherical projectiles with diameter (d) of 0.002 in. and

density of 2.3 g/cm 3 impinging semi-infinite targets at

normal incidence. The penetration depth of meteoroids

with density equal to 0.44 g/cm 3 (Whipple's best esti-

mate) was obtained from Scully's data by assuming that

penetration depth was proportional to the two-thirds

power of the projectile density. The resulting penetration

equation for a particle of density equal to 0.44 g/cm a and

velocity equal to 20 km/sec impinging a semi-infinite

steel target at normal incidence is

with meteoroid mass m in g and penetration depth P
in cm.
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Fig. 1. Hypervelocity penetration data--penetration

of thick metal targets using glass

sphere projectiles

If the effective average incidence angle for meteoroid

impact was assumed to be 45 deg, and if the ratio of

penetration depth in a thin target to that in a semi-

infinite solid was approximately 1.5, then penetration

depth in a semi-infinite target at normal incidence was

an approximation of penetration depth in a thin target

at a 45-deg incidence angle.

Combination of the penetration equation [m --- f (P)]

with the cumulative flux equation [N = /(m)] yields the
flux of meteoroids which penetrate to a depth of P or

greater [N (penetrating) = @--f(P)]. The Whipple near-
Earth flux equation has been combined with the penetra-

tion equation above (based on Scully's data) to give a

combined flux-penetration equation for particles of veloc-

ity equal to 20 km and density equal to 0.44 g/cm 3 im-

pinging a steel target. The resulting equation is:

=/, p ,_-_.02
@ \_--E3"?J × 10-1°58 penetrati°ns/ft2-day

with P in cm.

Since our degree of concern about meteoroid damage

to solid propellant motors depends on the probability of

critical punctures of solid propellant motors, the proba-

bility of critical penetration 1 for two solid-propellant

spacecraft motors was estimated for a typical unmanned
Mars mission. The results of these estimates are shown

in Table 1. The assumptions and input data were as
follows:

Meteoroid environment

Near-Earth flux: Whipple

near-Earth flux

Deep-spaceflux: the ratio, deep-space flux decreases

from 10 -_at m = 10-6 g to 10 deg at m = 10-1 g.

Meteoroid shape: sphere

Meteoroid density: 0.44 g/cm _

Meteoroid velocity: 20 km/sec

Incidence angle: 45 deg

Penetration criteria

P/d for a stainless steel target: Scnlly's data for a semi-

infinite stainless steel target at normal incidence.

Effect of particle density: P/d is proportional to the

two-thirds power of the projectile densityL

Penetration depth for thin target at 45-deg incidence

angle = penetration depth for a semi-infinite target
at normal incidence.

Failure criteria

Penetration to one-half the case thickness constitutes

failure.

For penetration to one-half the case thickness, the P/d
ratio is closer to the thin sheet value than to the

semi-infinite solid value.

Some of the above assumptions appear optimistic,

others appear pessimistic. For example, very large uncer-

tainties in the calculated probabilities arise from the un-

certainties in the failure criteria, which seem pessimistic

1The probability of one or more penetrations to a depth P or greater
is equal to bAT, provided bAT is much less than 1 and where A is
the target area exposed to the flux and T is the time of exposure.

ZTo convert Scully data from a projectile density of ,---"2 g/cm 3 to a
density of 0.44 g/cm 3.
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Case

material

Steel

Steel

Table 1. Probability of sustaining one or more critical penetrations
during an unmanned Mars mission a

Propulsion system characteristics

Propellant

mass, Ib

24

76O

Chamber Chamber

pressure, wall thickness,

psia in.

250 0.010

250 0.030

Chamber

surface area,

ft 2

2.2

19.6

Probability of one or more critical penetrations,

%

Near

Earth b

(1 day)

0.12

0.013

Deep

space

(230 days)

0.46

0.18

Total

mission

0.58

0.19

Minimum meteoroid mass

required for critical

penetration, g

3.5 X 10 -s

9.5 X 10 .5

ii .........%p _ 20 km/se¢,_ pp = 0.44 g/cm'_; critical penctraHon distance = P = ^"_ k_l'( c_..seor vla!! thickness.
bThe full near-Earth flux is assumed to extend to approximately 20 Earth radii (24 hr for a typical unmanned Mars trajectory).

for materials which are ductile and optimistic for ma-

terials which are brittle under high rates of loading.

Two of the most interesting observations about proba-

bility of puncture of solid-rocket motor cases, however,

depend only on the slope of the penetrating flux curve
and not on the magnitude of the flux (Ref. 3). These

observations are explained in Table 2; i.e., the probability

of puncture is proportional to the slope -n of the pene-

Table 2. Pressure vessels

Effect of size and pressure on

probabilily of penetration

_bAT _ P-" AT _ (chamber radius) 2 (time)
(chamber thickness) =

Chamber thickness _._ (chamber pressure) (chamber radius)

(_AT _-" (chamber radius) 2 (time)

(chamber pressure)" (chamber radius) =

_AT _ (chamber radlus) 2-" (time)
(chamber pressure)"

trating flux versus penetration depth curve. Provided n

is greater than 2, the probability of puncture decreases

with increasing motor-case radius and with increasing

chamber pressure. The probabilities given in Table 1

show that if the flux for meteoroid masses of 10 -Gto 10 -1 g

is dependent on position in space, then the effective

value of n (and the effect of motor-case diameter and

pressure) will be mission dependent. For example, from

Table 1, for an Earth-satellite mission:

time

4_AT ,_ (chamber radius) z (chamber pressure) 4

But, for a mission involving an Earth-Mars transit:

time

bAT "_ (chamber radius) 1 (chamber pressure) 3

In summary, the probabilities in Table 1 may be in

error by more than an order of magnitude. They do,

however, show a basis for concern, and they suggest

that higher chamber pressures at a small loss in per-

formance may be a good investment.
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IX. Polymer Research

A. EPRObservations of the Decom-

position of Radical Anions Formed
from Poly-9-Vinyla nth racene

J. M. Flournoy

1. Introduction

Rembaum and Moacanin (Refs. 1, 2) and others

(Ref. 3) have accumulated considerable evidence for the

presence of polyradical anions as intermediates in

the degradation of polyvinyl aromatic systems over me-
tallic sodium. Sodium atoms are believed to transfer

electrons to several of the aromatic rings on an aliphatic

hydrocarbon chain in polymers of the polystyrene type.
Chain breaking is supposed to occur when radical anion

sites are formed on two neighboring rings.

By contrast, the polymer formed from 9-vinylanthracene

has an entirely different structure, as reported by Rem-

baum (Ref. 4) and others (Ref. 5), in which polymeriza-

tion is head-to-tail through the /3-carbon of the vinyl

group and the 10-position of the anthracene ring. The

degree of polymerization is quite low, whether the poly-

mer is formed anionically or cationically, and preliminary

results indicate that little or no degradation occurs upon
treatment with sodium.

It was of interest to examine the electron paramagnetic

resonance (EPR) spectrum of polyvinylanthracene after

treatment with sodium in an effort to identify the radical

anions that are formed from this unusual polymer struc-
ture. The results described below revealed a hitherto

unknown low-temperature reaction of the polymer radical
anions.

2. Experimental

In each of two separate experiments, a solution of

10 mg of poly-9-vinylanthracene (PVA) in 10 ml of tetra-

hydrofuran was allowed to react with metallic sodium at

-8g°C in the absence of air. Portions of the resulting

blue-green solution were transferred into 4-mm quartz
tubes and sealed under vacuum for observation of the

EPR spectrum. One solution was treated with sodium for
30 min and the other for 1 hr, with stronger agitation.

The sodium concentrations were found to be 0.001 and

0.006 molar, respectively. The polymer concentration

was 0.0055 molar, based on a number-average molecular

weight of 1800.
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In each experiment the solution, after reaction with

sodium, was kept cold (as near -80°C as possible) dur-

ing transfer into the quartz EPR tube and into the pre-

cooled Dewar in the EPR cavity. The temperature was

controlled automatically to +- 0.5°C during EPR obser-
vations.

A Varian V-4502 X-band EPR spectrometer with

100-kc field modulation and phase sensitive detection

was used for these experiments.

The EPR spectra were taken at -80°C, a temperature

that had been shown in previous experiments to be favor-

able for resolution of the hyperfine structure of the radical

anion of 9-vinylanthracene (monomer). Relative radical

concentrations were estimated by comparing the heights

of the EPR signals, since the widths and line shapes were

essentially constant, except when hyperfine structure was

present. The intensities in the presence of hyperfine struc-

ture were estimated by overmodulating the field suffi-

ciently to produce a single, broad EPR line.

3. Results

Initially, in each experiment, the EPR spectrum con-

sisted primarily of a single line, with only a very small

amount of hyperfine structure at -80°C (Fig. la). The

hyperfine structure became more pronounced when the

solution was warmed to 0°C for I min and then re-chilled

to --80°C for observation of the spectrum. Each of several

successive warming treatments in this manner produced

a further increase in the hyperfine resolution (Figs. lb,

lc, ld). After 30 min at 0°C, a spectrum was obtained at

low modulation amplitude that was identical in every

respect to the spectrum one obtains by treating 9-vinyl-

anthracene monomer with sodium. Comparative partial

EPR spectra of the monomer anion and the sodium-

treated polymer appear in Figs. 2a and 2b at an expanded

scale. When one solution (polymer) was kept at room

temperature, the entire spectrum gradually disappeared

over a period of hours.

Observations with deliberate overmodulation of the

field to smooth out the hyperfine structure showed that

there was no significant decrease in the total signal in-

tensity during the change from the single line of Fig. la

to the rich hyperfine structure of Figs. ld and 2b. In

addition, one solution having the single line spectrum

(Fig. la) was diluted by a factor of four without the ap-

pearance of any hyperfine structure, even at the same

small modulation amplitude that was used for the spectra

in Fig. 2. Thus, the broadening is not due to a concentra-

tion effect, and one may reasonably conclude that one or

more types of radicals with unresolved hyperfine struc-

ture disappear during warming to form an exactly equiv-
alent concentration of radicals that are identical to those

(O) IMMEDIATELY AFTER SODIUM

TREATMENT AT -80"C

:__ r_t

Fig. 1. EPR absorption

(b) AFTER WARMING TO (c) AFTER WARMING TO
O*C FOR I min OoC FOR I0 min

.... -,'-!:I_1_ J i , l i '

-_:, __.. ..:,.... ! _l __

' ' ez,.. L_ m

iiiiiiii_ii iii_!',,..!-t,.:lll

derivative spectra at --80 ° C of a sodium-treated solution of polyvinylanthracene

in tetrahydrofuran

(d) AFTER WARMING TO

OoC FOR 30 rnin

i_--_-
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Fig. 2. Partial EPR absorption derivative spectra at -- 80°C of sodium-treated solutions of

9-vinylanthracene and polyvinylanthracene in tetrahydrofuran

obtained when 9-vinylanthracene monomer is treated

with sodium. It is believed, from a preliminary analysis,

that the spectra of Fig. 2a correspond to the radical anion

of 9-vinylanthracene, although the analysis of that spec-

trum has not progressed far enough to permit a definite

assignment.

A signitlcant difference between the results of the two

experiments was that the solution with the higher sodium

concentration (0.006 molar) had only about half the radi-

cal concentration of the more dilute solution (0.001 molar).

The two sodium concentrations would correspond ap-

proximately to an average of g ionizations per polymer

molecule, in the more dilute case, and to 10 ionizations

(approximately one for each monomer unit) in the con-

centrated solution, although the relative numbers of un-

paired spins were in the reverse order. The absolute

number of spins per polymer unit was not determined
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accurately, but was estimated to be of the order of two 
per molecule in the dilute case, in agreement with the 
sodium concentration. Ionic species formed by further 
sodium treatment (beyond two atoms per polymer mole- 
cule) were apparently not paramagnetic. Also, the solu- 
tion with fewer spins and more sodium exhibited more 
initial hyperfine structure, the hyperfine lines accounting 
for about 5 to 10% of the total initial signal. Thus, some 
monomer radical anions can apparently be formed by 
exhaustive sodium treatment at -80°C as well as by 
thermal degradation of polymer radical anions. 

4. Discussion 

The absence of resolvable hyperfine structure in the 
spectrum of sodium-treated PVA suggests that the 
unpaired electron either is de-localized in the polymer 
molecule or else undergoes rapid intra-molecular spin 
exchange, in case more than one unpaired spin is present 
per molecule. The hyperfine structure that appears after 
warming is identical in every respect to the monomer 
anion spectrum, which includes splittings due to all three 
protons of the vinyl group, as well as the anthracene ring 
protons. The vinyl proton splittings should be very dif- 
ferent in a polymer radical because of the additional bond 
to the end carbon; therefore, it is concluded that the 
hyperfine spectrum is due to the monomer radical anion 
and not to a polymeric species. 

The fact that no radicals disappear during the conver- 
sion from polymer radicals to monomer radicals suggests 
that the residues probably consist of neutral polymer 
molecules shortened by one or two monomer units. This 
is consistent with the observation that PVA degrades only 
slightly, if at all, when treated with sodium’. 

‘Rembaum, A., private communication. 

B. Primary Standards for the Deter- 
mination of Unpaired Spin Con- 
centrations by EPR Spectrometry 

J.  M.  Flournoy 

I .  Introduction 

The strength of an electron paramagnetic resonance 
(EPR) signal depends upon the magnetic susceptibility 

of the sample and also upon a number of physical proper- 
ties of the spectrometer, such as the frequency and 
strength of the rotating magnetic field HI, the Q of the 
cavity, and various detector and amplifier gains. In prin- 
ciple it is possible to determine the susceptibility, and 
from it the number of unpaired electrons, directly from 
observations of the signal strength and knowledge of the 
other experimental parameters. However, some param- 
eters, especially the cavity Q, are sensitive to the nature 
and size of the sample, and others may change as the 
spectrometer ages or undergoes repairs. Therefore, in 
practice it is generally preferred to determine the suscep- 
tibility by comparing the signal intensity from an un- 
known sample with that from a reference sample under 
identical spectrometer settings and, if possible, simul- 
taneously. The Varian dual sample cavity (Fig. 3) makes 
possible the simultaneous determination of the signals 
from two samples in a single cavity, one of which can be 
the reference standard. 

It is the purpose of this communication to describe a 
technique which we have used to prepare a set of standard 
reference samples for spin-concentration determinations, 
using stable organic free radicals dispersed in an inert 
powder. An arbitrary permanent inorganic reference 
standard is used to check for decomposition of the or- 
ganic materials. 

Fig. 3. The Varian dual sample cavity 
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2. Free Radical Standards

As primary spin-concentration standards two stable or-

ganic free radicals were selected, _, a-diphenyl-/3-picryl-

hydrazyl (DPPH), and Wurster's blue perchlorate (WBP),

which is the perchlorate salt of singly oxidized N,N,N',N'-

tetramethyl-p-phenylenediamine. Both compounds are

well known, are either readily obtainable (DPPH) or

easily prepared (WBP), and are reasonably stable over

periods of weeks or months at room temperature. Each

compound has exactly one unpaired electron per mole-

cule, and in polycrystalline form each yields a single EPR

line (Fig. 4) that is conveniently narrow (2 to 3 gauss)
and not readily subject to power saturation. DPPH is

soluble in a variety of solvents of low dielectric constant,

including acetone, and WBP is soluble in water, alcohols,
acetone, and solvents of relatively high dielectric con-

stant. Solutions of each material absorb strongly in the

visible region and the extinction coefficients are well
known, so that the purity of the compounds can easily

be checked spectrophotometrically.

Unfortunately, the use of WBP or DPPH in pure form

as a standard presents certain important disadvantages,

from a practical standpoint. The concentration of un-

paired spins in the pure materials is about 2)< 10 _-1spins/g,

with the result that even a few milligrams of material

can overload the spectrometer detection system, which is

usually designed for high sensitivity in order to detect the
much smaller numbers of spins that are encountered in a

typical EPR experiment. Weighing accurately, position-

ing in the cavity, and simply keeping track of sub.

milligram quantities of material present problems that can

be avoided if the paramagnetic materials are dispersed

uniformly in an inert solid to achieve a convenient dilu-

tion for purposes of weighing and handling. This method

also offers the advantage that standards can be readily

prepared at approximately the same spin concentration

as an unknown sample, which is desirable from the stand-

point of keeping all experimental parameters as nearly

identical as possible during a set of comparison measure-
ments.

Powders containing 10 TM free spins/g were prepared

by dispersing finely ground WBP or DPPH in reagent

grade CaCO3 powder. The CaCO3 itself contained a weak

EPR spectrum, presumably due to paramagnetic heavy

metal impurities, but these lines were barely detectable

in relation to the intense signal from the organic radicals.

Some of the impurity lines were observable at high gain

in the extreme wings of the organic radical spectra, but

they are quite sharp and cause no serious interference.

For permanent but arbitrary reference standards,

several samples of finely ground, cubic zinc sulfide

(sphalerite) containing manganese as an impurity were

prepared in matching quartz sample tubes. The relative
intensities of the manganese signal (Fig. 5) in four

separate tubes were the same to within ±4%, and the

differences were reproducibb/ determinate to -+-1%.

3. Preparation of Standard Samples

Crystalline WBP was prepared by the method of

Michaelis and Granick (Ref. 6). The DPPH was used as

received from Eastman Organic Chemicals. Spectrophoto-

metric analysis of the WBP in aqueous solution showed it

to be >99% pure, based on the published extinction co-

efficient of 12,000 liter/mole/cm at 560 m_ (Ref. 7). The

DPPH was found to be >99% pure, based on its

reported extinction coefficient of 11,900 liter/mole/cm at

520 m_ in benzene solution (Ref. 8).

The same method of dilution was used for both WBP

and DPPH. The crystalline material was ground lightly

in a sapphire mortar to break up the larger crystals and

yield a powder with particles no more than a few tens

of microns in diameter. Weighed amounts of several

milligrams of the organic material were mixed with a

few grams of reagent grade calcium carbonate powder
to achieve the desired free radical concentration of about

101_ spins/g. Mixing was done in a small bottle, using a

spatula, and adding the calcium carbonate in increments
of about 0.5 g, stirring each time until the color of the

mixture was uniform to the eye. Spectrophotometric

analysis of solutions prepared from each of several

150-mg aliquots of the final mixture demonstrated that

the dispersal of the radicals in the CaCO3 was homogen-

ous to within the reproducibility of the spectrophoto-

metric readings (i.e., within 1 or 2%).

Two batches of CaCO3 were prepared that contained

1.00X 1019 spins/g of WBP or DPPH. The concentrations

were confirmed by spectrophotometric analysis of solu-

tions prepared from aliquots of each batch. Carefully

matched quartz sample tubes were filled to a depth of
about 6 cm with the diluted solid radicals, and were

tamped manually until no further compression occurred.

This limit was reached quite quickly with unground,

powdered CaCO3. However, ff the CaCO_ mixture was

ground in a mortar, then an unfavorable particle-size dis-

tribution resulted which required extensive tamping and

then yielded a concentration gradient of radicals along
the tube. The unground material tamped quickly and
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Fig. 5. EPR absorption derivative spectrum of manganese as an impurity in a powdered sample of sphalerite
(cubic zinc sulfide)

reproducibly to yield a longitudinally homogenous sam-

ple. The homogeneity was demonstrated by observing

the EPR spectrum of various 2-cm regions of the 6-era

samples. The packed density was 1.02 ±0.02 gm/cin :_for
four samples prepared in this manner. The 4-mm OD

sample tubes that were used contained 6.3-+0.1 X 10 _

spins/cm of length.

4. Measurement Considerations with

Long Samples

The Varian sample cavity encloses 23 mm of the length

of a sample tube inserted completely through the cavity,

but the sensitivity of the cavity is not uniform over the

enclosed length. The observed signal intensity S, using a

field-modulation phase-sensitive detection technique, is

proportional to the susceptibility x", the rotating mag-

netic field Ha, and the modulation amplitude H_, averaged
over the length of sample. Thus,

FS = Ax" H_Hm dy

where the integration of the position y from 0 to a covers

the whole length of the sample enclosed in the cavity,

and A is a constant of proportionality. The microwave

field H_ varies sinusoidally across the cavity, but the

change in H,, is only approximately sinusoidal, so that an

exact analytical solution is not possible. However, em-

pirical comparisons between the signal strengths from

long and short samples show that for a Varian multipur-

pose cavity with 100-kc field modulation, (H_H_) average

= 0.44 (H_H_) maximum. As a result, a long sample

through the cavity has an effective length of 0.44)<2.3

cm -- 1.00 cm. Our own measurements with long and

short samples yielded an average sensitivity of 0.45, which

is acceptable agreement.

5. Signal Comparisons

Most EPR spectrometers, including the Varian system,

utilize a phase-sensitive detection method based upon

modulation of the precession field at audio frequencies.
The field is simultaneously scanned slowly for display of

the spectrum. The resulting output signal, as customarily

displayed on a strip chart recorder, is to a good ap-

proximation the first derivative, with respect to magnetic

field strength, of the rate of absorption of microwave

energy by the sample (Figs. 4 and 5). However, it is the
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integral of paramagnetic absorption versus field strength,

rather than the derivative, that is proportional to the

total susceptibility of the sample. Therefore, either double

integration or a first moment calculation must be per-

formed in order to compare the relative intensities of the

absorption derivative spectra.

The relative signal intensities of the WBP and DPPH

standards were compared by numerical double integra-

t.ion of the EPR absorption derivative curves. The signals

cannot he compared accurately by the simpler, but ap-

proximate methods, such as the (height))< (width) 2 com-

parison, because the WBP line shape is very nearly

Lorentzian, while the DPPH shape is asymmetric because

of the anisotropic g-factor of the crystalline material.

Two double integral values for identical numbers of spins

in WBP and DPPH agreed to within 4%, which is excep-

tionally close agreement between samples of two mate-

rials having different line shapes. The calculated WBP

double integral value was 4% below that of the DPPH,

but was corrected upwards by 8% to allow for losses in

the extremes of the wings of the Lorentzian line. The

magnitude of these losses has been calculated by Judeikis z.

In order to include 99% of a Lorentzian line it is necessary

to doubly integrate over a region of more than 100 times

the line width. Our integration was cut off at about 25

line widths because the signal became lost in the noise;

hence the necessary 8% correction. The DPPH spectrum

converges more rapidly and presents no serious problem
of this sort.

Even using the dual EPR cavity, it is not always

possible to determine the relative numbers of spins in

two samples simply by observing the relative signal in-

tensities with the standard at one sample position and
the unknown at the other. The inherent sensitivities at

the two sample positions are very closely matched, but

the loading due to each sample affects the microwave

field at the other sample in a not easily predictable

manner. Therefore, we have evolved a rather more com-

plicated but more reliable method, involving two refer-
ence standards and the unknown. In a typical experi-

ment, a reference manganese sample is kept at one

sample position (No. 1) and the standard and unknown

samples are alternated at the other position (No. 2).

When the sample at No. 2 position is changed, the inten-

sity of the manganese signal usually changes, unless the

standard and unknown are unusually closely matched

for size and composition. The change in the manganese

2Judeikis, H. S., private communication (to be published in the
]ournal of Applied Physics about September 1964).

signal intensity can be applied as a simple correction
factor to the observed ratio of intensities for the standard

and the unknown, in determining their relative spin

concentrations. This corrects for small changes in the

cavity Q, which will be felt at both sample positions.

If the change in manganese signal intensity is large, e.g.,
more than a factor of two, then this correction factor

is only approximately valid. In cases where the change

in sample requires gross re-tuning of the instrument, it

is doubtful that the correction can be applied at all. In

any work of this sort it is essential that the unknown and

the standard not differ too greatly in their effect upon

the frequency and Q of the cavity, or no meaningful
comparison can be made.

In order to utilize the method described above, it was

necessary to make one slight modification in the field

modulation circuit of the Varian EPR spectrometer. Two

switches were added so that the 100-kc (or audio)

modulation could be switched from one sample position

to the other, so that the two signals could be observed

alternately and repeatedly within a short time. Provision

was also made for monitoring the applied modulation

voltage, in order to be sure that it either remained con-

stant or, if necessary, was altered by a known factor
from one measurement to the next.

For determination of the spin concentrations in small

samples, some tubes were prepared with 10 to 20 mg of

the standard powder in the bottom of the sample tube,

in order to better approximate the loading to be experi-

enced with unknown samples that are small with respect

to the 23-ram length of tubing in the cavity. Both the

microwave and modulation fields are essentially fiat

(to better than 5%) for samples extending no more than

-+-2 mm from the center of the cavity, along the axis

of the sample tube. Such small samples must be care-

fully positioned for reproducible results, by empirically

moving the sample up and down for maximum signal

output.

C. Refractive Index-Molecular

Weight Relationships For
Polyoxyethylene Glycols

D. D. Lawson and J. D. Ingham

The characterization of polyoxyalkylene glycols is of

continuing interest because a good understanding of
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their molecular size and structure is required for many

applications, for example, in polyurethane formulations.

Number-average molecular weights are generally deter-

mined from changes in solvent colligative properties,

viscosity relationships, or by terminal hydroxyl analysis.

It has now been established that good estimates of the

molecular weights of polyoxyethylene glycols (PEG) can

be obtained from simple measurements of refractive

index at any reasonable temperature above the softening

range.

Table 1. Molecular weights M. and refractive indices

rs of polyoxethylene glycolsnD

Sample of

polyethylene

glycol*

E 300

E 400

E 600

E IO00

E1450

E1500

E1540

E 2000

E 3000

E 4000

E5000

E6000

El0000

E 15000

E 20000

Density v_5

1.080

1.078

1.080

!.082

1.077

1.079

1.080

1.079

1.079

1.080

1.080

1.082

1.082

1.084

1.078

Molecular

weight by

acetylation

303.5

385.0

570.0

991.2

1523

533.0

1556

2018

3091

4545

5405

6350

9523

b

b

Index of

ref_tion
_6

n D

!.44592

1.44776

1.44958

1.45121

1.45202

1.44906

1.45227

1.45236

1.45311

1.45348

1.45354

1.45361

!.45374

1.45390

1.45392

*Polyethylene glycols obtained from Fluka AG Buchs, Switzerland from the
distributor, International Chemical and Nuclear Corp., City of Industry,
Calif.

bUsed values of 15,000 and 20,000 for molecular weight.

1. Results and Discussion

A series of PEG polymers having number-average

molecular weights M_ from ,_300 to --_ 20,000 were ob-
tained and their refractive indices measured at 75___0.02 °C

with a Valentine Improved Precision Model 450A

refractometer. Values of M, were determined from end-

group hydroxyl by acetylation. The results are given in

Table 1. It is believed that the density (at 75°C) does

not vary significantly with M. and has a constant value

of 1.080___0.002. Although the change in n]_ with M,, is

small at the higher values, the limits of error for the

75 _ Mn correlation are probably no greater than forn 9

most end-group or colligative properties methods. Plots

of n t versus (M.) -1 are shown in Fig. 6. Data at 30°C

(Ref. 9) and 60°C (Ref. 10) were obtained from the

literature. The one point for E 1500 (75°C data) shows
that the correlation is valid for blends of PEG of differ-

ent molecular weights. This polymer is a 50:50 blend
of E 1540 and E 300. The refractive index of the blend

can be calculated from

[100 (n - 1)] _ [pl (nl - 1)] + [(100 - px)(nz - 1)]
d dl dz

(1)

in which n is the refractive index of the blend, nl and nz

are the refractive indices of the two components, dl and

dz are the corresponding densities, and px and p2 are

the weight percentages of components (Ref. 11). The

value obtained (1.44911) agrees with the measured

n_, 1.44906. Furthermore, the point for the blend (E

1500) falls reasonably close to the correlation line in

Fig. 6.

o o* zoo soo o* so* o*

RECIF_0CAL OF NUMBER-AVERAGE MOLECULAR I/¢EIGHT (.I I"4 x 10 5

*CO I_O

Fig. 6. Refractive index-number-average molecular weight correlation for polyoxyethylene glycols
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The dashed lines in Fig. 6 represent calculated theo-

retical relationships at 60 and 75°C derived from the

30°C data as described below. Using the equation

or

1 (n 2 -- 1)
C-

d (n + 0.4)

n = (1/2) [Cd + (C2d 2 + 1.6 Cd + 4) 1/2] (2)

in which C is a constant and n and d are the refractive

index and density measured at the same temperature

(Ref. 12), C was calculated from data at 30°C. It has

been shown that C is independent of temperature from

20 to 25°C (Ref. 13). Here it has been assumed that C
is constant from 30 to 75°C, but varies with molecular

weight.

The equation

d, t = 1.422 - 0.008 t (3)

can be used to calculate the temperature dependence of

density for PEG from-30 to 70°C with reasonable

accuracy. Presumably, there may be a small dependence

of density on M,, but for this correlation it is negligible;

thus, for each molecular weight a value of C was cal-

culated at 30°C using Eq. (2). Densities were then

calculated for the temperature t. Using these densities
t

and C values, n o was then calculated from Eq. (2) and

plotted (versus M,,) as shown by the dashed lines for

60 and 75°C on Fig. 6. The agreement with the experi-

mental points at 75°C is remarkably good; however, at

60°C the agreement is so poor that the correlation would

not be useful except for a limited range of Mn, from

---200 to _ 600. At this temperature, for molecular

weights exceeding 600, the large deviation may result

from the proximity of the softening range; however,

further data would be required to establish this. In any

case, for measurements of not at 30, 60, or 75°C, reason-

able values of the molecular weight can be obtained

by reference to Fig. 6 for M, up to -_ 10,000.

t at any temperature fromFrom a measurement of nD

30 to 75°C, Mn can be estimated by: (1) calculating Cd

at the temperature of not measurement from Eq. (2);

(2) dividing Cd by the density calculated from Eq. (3)

at the temperature of ng to give the value of C; and

(3) calculating n_ at 30, 60, or 75°C from Cd, where d

is the density at 30, 60, or 75°C and reading (M,,) from

the appropriate line on Fig. 6. For the region in which

M_ is > 600 and the temperature of measurement is

< 60°C, the results may be incorrect, presumably be-

cause of the proximity of the softening range. Some

typical results of molecular weight determinations from n_
measurements at 50 and 70°C are shown in Table 2.

t
Table 2. Molecular weights M. from refractive indices nD

Polyethylene
#

glycol sample n o

200

1000

300

400

600

1000

Temperature of

measurement,

oC

70

70

50

50

50

50

Refractive index

t

nD

i.44246

1.45224

1.45405

1.45596

1.45770

1.45906

Number average

molecular weight

from hydroxyl

192

991

304

385

510

991

Number average

molecular weight

(exp. line)

190

780

294

417

621

1062

Number average

molecular weight

(calc°d line)

195

780

294

386

510

690
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X. Propulsion Research

A. Gas Side Boundary
Phenomena

R. W. Rowley

1. Introduction

It has been demonstrated that the local heat transfer

rates to the wall of an operating liquid rocket engine are

not necessarily uniform and that the nonuniformities ob-

served are intimately related to nonuniformities in the

distribution of propellant provided by the injector (Ref.

1). Variations of significant magnitude have been ob-
served in both the axial and circunfferential distributions

of heat flux. It has also been shown that nonuniformities

in heat flux and fluid composition (i.e., mixture ratio)

near the wall can contribute to the asymmetric erosion

or "injector streaking" frequently observed in the throats

of ablative engines (Refs. 2 and 3). Thus, the qualitative

dependence of the heat transfer and erosion processes

at a thrust chamber wall upon the local spray properties

produced by a representative rocket engine injector ele-

ment has been demonstrated. However, the quantitative

relationships that represent understanding of these phe-

nomena are yet to be generated. As a first step in achieving

that understanding, the gas side boundary phenomena

project is investigating the interrelation of the properties

of a reacting spray with the properties of the boundary

flow along a plane wall upon which the spray impinges.

Results of some initial heat transfer experiments, as well

as a description of the experimental apparatus and the

rationale which underlies this effort, are contained in

Ref. 4. Results of additional heat transfer experiments are

reported here.

2. Apparatus

The experiments were conducted in a manner similar

to that described in Ref. 4. A spray was formed by im-

pinging a jet of fuel (methyl alcohol) on a jet of oxidizer

[inhibited white fuming nitric acid (WIFNA)] as shown

in Fig. 1. Reproducible jet properties were obtained by
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OXIDIZER FUEL

PROPELLANT WlFNA CH30H

ORIFICE DIAMETER, in. 0.252 0.175

FLOW RATE, Ib/sec 1.00 0.42

AVERAGE JET VELOCITY, ft/sec 56 52

LEFT

MOMENTUM LINE

RIGHT

LEFT \

4-- \

\

FUEL

APPROXIMATE BOUNDARY OF SPRAY--

90% OR MORE OF THE INJECTED

MASS IS INCLUDED WITHIN THIS

RIGHT
--.-I_

\
\

/_ OXIDIZER

/ PPROXMAELOCAT,,oNToFPO,NTOF
/ / MAXIMUM LOCAL

_, ,/ FLOW RATE

SECTION A

TOP VIEW

POINT/

_ _C A
_ /--APPROXIMATE

\ _\ \ ,,_ \ _ OF SPRAY

BOUNDARY

,' _ _ _ _..---r==_.
40

_ / / A

/ / SIDE VIEW
/

Fig. 1. Configuration of test apparatus and spray

injecting both fuel and oxidizer through long orifices at

Reynolds Numbers high enough to insure fully developed

turbulent pipe flow (Ref. 5). For most tests the spray was

ignited upon initiation by a coil of electrically heated
Nichrome wire. However, a few tests were conducted

with a nonburning spray by simply not energizing the
Nichrome coil. All tests were conducted in the open air

with a completely unconfined spray. Mixture ratio for
all tests was the stoichiometric mixture ratio of 2.36, and

the total flow rate was 1.42 lb/sec. The spray was allowed

to strike a plate oriented perpendicular to the resultant

momentum line of the spray with the resultant passing
through the center of the plate. Thermocouples were

imbedded in the plate at the front surface and were also

attached to the rear surface as near to the plugs as possi-

ble (Fig. 2). The heat transfer rate to the plate was calcu-

lated from the time-temperature history of a pair of front

and rear surface thermocouples and knowledge of the

thermal properties of the plate material (1020 steel) using

the technique discussed in Ref. 6. (The radial heat con-

duction equation presented in Ref. 6 was replaced by
the conventional one-dimensional conduction equation.)

The plate could be located any distance up to 6 ft from

the jet impingement point; data were taken at distances
of 6, 15, 35, and 70 in. Two pairs of thermocouples were

located in the plate. (A third pair was installed, but one

thermocouple failed to function properly. Therefore, no

data are reported for this pair.) One of the thermocouple

plugs was located at the center of the plate and the

second was displaced laterally 5 in. as shown in Fig. 2.

By rotating the plate 180 deg, the outside thermocouple
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RESULTANT MOMENTUM
DELTA-COUPLE LINE OF SPRAY

THERMOCOUPLE PLUG --_

1020 STEEL PLATE, \
6in. Xl2 in. XO.7 in. \

\ . ,

J
PROTECTIVE COVER

DETAI L
SHOWING THERMOCOUPLE JUNCTION

__-3-mil HARD CHROME PLATE

FORMS THERMOCOUPLE
1020 STEEL--"/ I_J _11 JUNCTION AND PROTECTS

_/ SURFACE FROM CORROSION

v-- CHROMEL ALUMEL

THERMOCOUPLE WIRES
(INSULATED)

Fig. 2. Heat transfer plate showing installation of

thermocouple plugs

pair could be located on either side of the central pair.

Both thermocouple pairs were always oriented in the

plane of the injection orifices.

It should be noted that the density of the spray (i.e.,

the local mass flow rate) is not uniform across any spray

cross section, but, rather, the local flow rate is highest

near the center of the cross section, as indicated in Fig.

1, and decreases toward the edge. The point of maximum
local flow rate is near the resultant momentum line, but

is not necessarily coincident with it. Thus, as the plate
is moved back and forth relative to the impingement

point any given point on the surface of the plate sees a

changing local mass flow rate. This is particularly true

of points near the edge of the plate (such as the thermo-

couple located 5 in. from the center). For example, at

positions very close to the impingement point the edge

of the plate is completely outside the boundary sketched

in the top view of Fig. 1 and very few drops strike this

area of the plate. At plate locations very far from the

impingement point (such as the 70-in. position) the spray
is so diffuse that the local flow rate is nearly uniform

across the plate.

The spray geometry sketched in Fig. 1 is approximate

since the exact properties of the spray produced at the
test conditions under consideration have not been deter-

mined. However, the qualitative considerations just out-

lined are applicable regardless of the detailed mass

distribution produced by a particular impinging stream

injection scheme.

3. Combustion Model

Previous tests and observations of the burning spray,

as reported in Ref. 4, had indicated that the combustion

process within the spray is primarily one of convective

heat transfer between hot, gaseous, combustion products

and unconsumed, bipropellant droplets wherein the un-

burned droplets gradually evaporate and the resultant

vapors burn. Because the droplet field is not confined

within a combustion chamber, the hot combustion prod-

ucts escape (upward) out of the field and the heat trans-

fer process is slowed by the loss of this available energy.

Unconsumed droplets thus are present even at great

distances from the jet impingement point.

High-speed movies of the burning spray striking the

fiat plate show that, under some conditions, the surface

of the plate is covered by a film of liquid. The drops
were observed to strike the film and form circular wave-

lets, much like raindrops striking the surface of a puddle.

Thus, the process by which heat is transferred to the

plate, although only partially understood at present, ap-

pears to include the following steps:

(1) Impingement of fuel and oxidizer jets produces a

liquid sheet which, in turn, quickly disintegrates

to form droplets. These droplets are, in all proba-

bility, bipropellant; i.e., each droplet consists of a
mixture of fuel and oxidizer.

(2) Liquid-phase reactions between the fuel, methanol,

and the oxidizer, nitric acid, result in the tempera-

ture of the droplets being raised well above the

ambient temperature of the injectants.

(8) The droplets, having been ignited by an external

source, produce hot gaseous combustion products

which, in turn, transfer heat back to the d;oplets

by forced convection. The droplet temperature is

thus raised further to an equilibrium temperature

at which the heat input from convection equals

the heat required for vaporization of the liquid.

(This temperature is sometimes referred to as the

"'wet bulb" temperature.)

(4) The burning droplet is either consumed during the

heat transfer/combustion process or strikes the fiat

plate forming a small film of liquid on the surface

of the plate. If enough droplets strike the plate,

the various liquid films join to form a continuous

film covering the plate.
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(5) This liquid film undoubtedly burns on the surface

of the plate in much the manner of the drops, i.e.,

heat is transferred from hot gases striking the

plate to the liquid film, which evaporates and
burns.

Thus, heat may be transferred to the surface of the

plate from hot combustion products striking the plate,

from warm droplets striking the plate, and by conduction

through a liquid film existing on the plate. In the latter
ease both combustion near the surface of the film and

liquid-phase reactions within the film may contribute
heat to the wall.

4. Results of Experiments

Fig. 3 shows the heat transfer rate at the center of

the fiat plate with the plate oriented perpendicular to

the resultant momentum line of the spray. The data
shown were calculated at a time 2.0 sec after initiation

of the spray. Heat flux resulting from both a burning

spray and an identical (i.e., same injection and impinge-

ment conditions) nonbm'ning spray decreased with dis-
tance from the impingement point. Heat was transferred

from the nonburning spray to the plate as a consequence

of the higher than ambient temperature of the droplets.

As mentioned previously, this increase in droplet tem-

perature resulted from liquid-phase reactions between
the methanol and nitric acid injectants. Close to the

impingement point the heat flux produced by the non-

burning spray was 70 to 80% that of the burning spray.

At the 70-in. distance, however, the heat flux produced

by the nonburning spray was only 25% that of the burn-

ing spray.

02,

0.2

tel

_1

_ 0.1
rid

X

\
X

\

\
_BURNING

_ k_J" SPRAY

"-,.x
_-NONBURNING

X_" _._ SPRAY

o
0 I0 20 30 40 50 60 70

DISTANCE FROM IMPINGEMENT POINT, in.

Fig. 3. Heat transfer rate to the center of the flat plate

80

The data are reproducible to within approximately

±5%, which is felt to be adequate for the present pur-

pose. The mixture ratio of the injectants was carefully
controlled since the relative momentum of the jets and,

hence, the resultant momentum and angular direction of

the spray "fan" is a function of mixture ratio. All tests

reported were conducted at a mixture ratio of 2.85 ±0.02.
Tests conducted at the 85-in. location at mixture ratios

of 2.80 and 2.42 resulted in heat transfer rates within the

normal data spread, indicating that mixture ratio varia-
tions did not contribute to the scatter observed. Total

flow rate was also carefully controlled and was main-
tained constant within ±1%. Rather than variations in

operating conditions the scatter probably results from

hand-fairing curves through plots of computer-determined

values of heat flux as a function of time. Scatter of the

computer output results from numerical techniques used
in the calculation and is discussed in Ref. 6.

Fig. 4 shows the heat transfer rate from the burning

spray to a perpendicular plate at points 5 in. to the right

and 5 in. to the left of the center position. These data

were also calculated 2.0 sec after initiation of the spray.

In these cases the heat flux was relatively low close to

the impingement point rather than high as was the case

at the center position. This is more graphically illustrated
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Fig. 4. Heat transfer rote near the edge of the

flat plate
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in Fig. 5, which combines the data for the burning sprays

from Figs. 3 and 4. Note that at plate positions close to

the impingement point the heat flux was markedly higher
at the center of the plate than near the edges. However,

at the longest distance at which tests were conducted

(70 in.), the heat flux was nearly uniform across the plate.

Note also that the heat flux to the right of the plate center
was not the same as the heat flux to the left at the 15 in.

and 35 in. distances.

A comparison of Figs. 8, 4, and 5 and the spray geometry

sketched in Fig. 1 indicates that, as postulated in Ref. 4,

a qualitative relationship between heat flux and spray

local mass flow rate does exist. Heat flux is highest where

the local flow rate is highest and vice versa. Thus, near

the edge of the spray where the local flow rate is quite

low, the heat flux is also low. This is exemplified by the

data points to the right and left of the center at distances

of 6 and 15 in. where the thermocouple plug was outside

the spray "boundary." Heat flux is also quite low at large

distances from the impingement point where the local

mass flow rate is reduced as a result of the divergence or

"fanning out" of the spray. The highest heat flux was

observed in the region of the highest local flow rate, i.e.,

along the resultant momentum line and close to the im-

pingement point.

0.3

DISTANCE FROM IMPINGEMENT, in.

I O 6 & 35rn 15 (_ 70

6

%
<_ 0.2

LE F T .ql--_--e.- RIGHT

4 2 0 2 4

DISTANCE FROM PLATE CENTERLINE, in.

Fig. 5. Heat tronsfer rote to flat plate

Duration of the tests reported was approximately 10

sec, which was sufllcient to allow the plate to approach

thermal equilibrium. Although the equilibrium tempera-

ture was not actually reached during any of these tests,

it would appear that the maximum temperature the plate

would achieve was, in all cases, less than 250°F. A similar

maximum temperature was observed during preliminary

experiments reported in Ref. 4. This very low equilibrium

temperature plus the high heat flux observed in tests

with a nonburning spray suggests that the heat transfer

process is perhaps controlled more by droplets striking

the plate than by the hot gases produced by the com-

bustion process. This is a consequence of the leisurely

combustion process resulting from the total lack of con-

finement and will, hopefully, be at least partially remedied

in future experiments in an enclosed apparatus. How-

ever, despite the apparent difference in combustion con-

ditions between the present experiments and a rocket

engine, the magnitude of heat flux observed (0.1 to 0.3

Btu/in?-sec) is comparable to that observed in some

local areas of rocket engine combustion chambers during

previous programs conducted at this Laboratory. Unlike-

impinging-doublet injector elements similar to those used

in the present investigation were used in these earlier

programs. Ref. 1 reports local heat transfer rates as low

as 0.5 Btu/in.2-sec in a 20,000-lb thrust engine burning

IRFNA and "Corporal fuel" (a blend of furfuryl alcohol,

aniline, and hydrazine). Ref. 7 reports a minimum local

heat flux of 0.4 Btu/in.2-sec and Ref. 2 reports a minimum

of 0.6 Btu/in.2-see in nominal 100-1b thrust engines using

nitrogen tetroxide and hydrazine propellants. In all three

cases the minimum heat flux noted was substantially

lower than the "average" combustion chamber heat flux.

Liquid films resulting from injected propellants imping-

ing on the combustion chamber wall were suspected of

contributing to these low local heat transfer rates. Thus,

in those local regions within a combustion chamber where

the flow is dominated by unburned propellant droplets

the heat transfer process may differ significantly from

that assumed in the popular convective model. The in-

fluence of the boundary flow initiated in the combustion

chamber as the result of liquid striking the wall may
extend as far downstream in the thrust chamber as the

nozzle throat. It should be noted that in such a case the

downstream boundary flow might bear little resemblance

to the corresponding local free-stream flow.

5. Summory

The local heat transfer rates produced by the particular

spray under consideration appear to be qualitatively re-

lated to the local spray flow rate. This relationship is at
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least partially a consequence of the domination of the ENERGY,

flow field by the liquid droplets rather by hot, gaseous k,:ol/g
12.0

combustion products. The heat transfer rates observed,

although quite low, are of the same magnitude as have
been observed in some local areas in combustion cham-

bers of liquid rocket engines where it was suspected that ,,o --

films of liquid injectants existed on the chamber wall. In

such areas the heat transfer mechanisms are undoubtedly

more akin to those of film cooling than those of the com-

monly assumed convective model. ,o.o -

Tests will be continued using a similar spray geometry

with these same propellants. However, the experiments
will be conducted in an enclosed duct rather than the

open air in an attempt to increase the droplet burning rate.

B. Preliminary Experiments on
Ignition of Metal Powder in

Carbon Dioxide
R. A. Rhein

1. Introduction

As part of a program to determine the feasibility of

utilizing the constituents of the planetary atmospheres

for chemical propulsion, a series of experiments were

conducted to determine the ignition temperature of a

number of powdered metals in carbon dioxide, regarded

as a major constituent of the Venusian atmosphere and
as a minor but important constituent of the Martian

atmosphere. The importance of using the COz in the

planetary atmosphere can be seen in Fig. 6. There, a

comparison is made of the amount of energy that could

be obtained, in kilocalories per gram of propellant, in
two cases. In one case, in the event that the atmosphere

is not utilized, and therefore considered inert, the pro-

pellant mass would be the sum of the mass of the £uel

and the mass of the oxidizer. The energy/gram of various
fuel/oxidizer combinations is shown in the "inert at-

mospheres" column. In the other case, in which there is

a CO2 atmosphere which is utilized, the propellant mass

consists only of the mass of the fuel. The energy/gram
of various fuels is shown in the "CO2 atmosphere" col-

umn, where it is seen that there is considerable advantage

to the use of Be, Li, B, or A1 as fuel. In addition, Mg

might be of interest as well. A number of other fuels,

including Ca and Ti, may have possibilities.

9.0 --

8.0 --

7.0 --

6.0 --

5.0 --

3.0 -- --

2.0 --

1.0 -- --

CO 2 ATMOSPHERE INERT ATMOSPHERE

Be+C02 _BeO,C

-- Li + C02 _ Li2CO3,C

-- B+CO 2 _ B202, C

/ BzH6+ _B203

--_BsH9 C02 1H_ 0

-- Li+C02 _Li20,C

-- AI + C02_AI205,C

__ _ Mg + C02_ Mg C03, C

H2+ C02_ H20,C

Ti H2 +C02_ TiO 2 ,C, H20

Ca+CO2_CaC03,C

ZrH2+CO 2

Na+C02_Na 2 C05,C

Ti+CO2_TiO 2

-- UH3+CO 2

-- Zr+CO2_Zr02,C

-- ThH2+CO 2

Ce +C02_ CeO 2,c

-- Th+C02_ThO 2 ,C

-- U+CO2_UsO 8 ,C

___Be+02_BeO

--_Li+F2_LiF

-- _Be+OFz_BeO, BeF z
--_Li+OF2_Li20,LiF

jBe+Hz02 _ Be0, H2

--_BeH2+F2_BeF2, HF

=_ --Be+NO 2 CIO4

_Be+N204

B+F2_BF

_Be+C(N0214

_/B2H6+OF2_BF3, H20

__/Li+CIF3_LiCI,LiF

-- --B2H6+ F2_BF3,HF

-- _-_Be+CIF 3

--B+N204_B203,N2

_XAl + N204 _ AI 2 03,N 2

=_"_B+H20_ B_O.,H 2

\'_._+o_.._ °
\ AI + H202_ AI 203,H2

H2+F2_HF

__--'CH2 +02_C02,H20

-- _B+CIF5 _ BCI3,BF 5

__/N2H4+N204_H20,N2

----C0+02_CO 2

--_"-CH2+HN03

-- N2H4_ NH3,N2

-- H202_H20+02

Fig. 6. Comparison of the amount of energy obtained
in C02 and inert atmospheres
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THERMO-ELECTRIC CO.

CERAMO 1/16rin. OD CHROMEL-ALUMEL r_ =///_10/30 _"
TwlHRE_:_MOCOUPLE; 0.0104_ O

H
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W-1820
4-mm
STOPCOCK

22 cm

S 22-mm 0D VYCOR

s C00R CRUCIBLESIZE 000 000

Fig. 7. COz reaction tube

2. Procedure

Attached to a conventional vacuum line is the COz

reaction tube (Fig. 7). The powdered metal filled the
crucible at the bottom of the tube, and a chromel-alumel

thermocouple was inserted into the powder. The system

was evacuated to pressure < 1 /_, and then filled with

carbon dioxide (The Matheson Company; Coleman grade.

<100 ppm impurities). A flow rate of 100 ml/min of

CO_ was initiated, and the bottom of the tube was heated

carefully by a torch until ignition occurred. The thermo-
couple leads were connected to a recorder, so that a

time-temperature relationship was obtained; ignition was

easily seen as a discontinuous temperature rise in most
cases.

3. Results

Lithium (Foote Mineral Company, New Johnsonville

Operations, 100-_ powder, Lot No. 401-03) was found to

ignite at 330°C and to burn vigorously.

Beryllium (National Research Corporation, Ultra Fine

powder, 0.1-/_ particle size) was found to ignite spon-

taneously upon contact with COz at room temperature.

Calcium powder (Research Chemicals Division of Nu-

clear Corporation of America, 99.9% pure, -325 mesh)

ignited at 293°C. Magnesium (Reade Manufacturing

Company, Incorporated, -825 mesh, 99.9% pure) powder

ignited at 749°C.

Boron powder (National Research Corporation, Ultra

Fine powder, 0.03-/_ size) indicated no ignition up to

960°C. Aluminum (National Research Corporation, Ultra

Fine powder, 0.03-/_ size, 93% pure, oxide impurity) was

seen in two experiments to ignite at 360 and 420°C, re-

spectively. Cerium (VARLACOID Chemical Company,
order no. BH4-288601, -825 mesh powder under kero-

sene) powder was extracted with hexane to remove the

kerosene, and found to ignite at 172 and 190°C. In an-

other experiment, ignition occurred at 97°C, but a hot

spot, due to non-uniform heating with the torch, was

believed to be the cause. MischmetaU (VARLACOID

Chemical Company, order no. BH4-288601, --323 mesh,

packed under kerosene) powder was extracted with hex-

ane to remove the kerosene, and found to ignite at 160°C.

Titanium (A. D. Mackay Company, New York, 1- to

5-_ size) powder ignited at 670°C. Zirconium (Charles

Hardy, Incorporated, order no. BH4-288629, 3-/_ particle
size, Lot 102-2, 94-95% pure, oxide impurity) powder

ignited at 368 and 366°C in two experiments and burned

very vigorously. Thorium (Charles Hardy, Incorporated,
order no. BH4-288629, --325 mesh) powder ignited at

330°C; Uranium (The Great Southern Manufacturing

and Sales Company, depleted uranium powder, -200

mesh, coated with 2% Viton) ignited at 235°C.

Manganese (Charles Hardy, Incorporated, -325 mesh,

99% pure) powder did not ignite or burn vigorously, but

at 696°C the temperature increased more rapidly with

time, and the mass suddenly glowed. The external heat-

ing was removed then, but the temperature rose to
960°C before it began to cool down, so a self-propagating

reaction evidently occurred.

Chrominum (VARLACOID Chemical Company, -325

mesh, 99.85% pure) suddenly glowed at 870°C and the

temperature rose rapidly (although not discontinuously)

to 1003°C, even though the external heating was re-

moved. It was not a vigorous combustion, however.

4. Discussion

It was seen that a number of powdered metals ignited

and burned in carbon dioxide. Very promising results

were obtained with ultra-fine beryllium, and encouraging
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results were obtained with Li, AI, and Mg as well as the

other powdered metals. The combusting in COz of Be

and Li should be studied further, to determine the com-

bustion products and heat of combustion. In order to

demonstrate practical significance of these results, a pro-

totype burner should be developed.
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Xl. Liquid Propulsion

A. Advanced Liquid Propulsion

Systems
R. N. Porter, B. H. Johnson, W. H. Tyler, L. K. Jones,

and O. F. Keller

1. Introduction, R.N.Porter

The Advanced Liquid Propulsion Systems (ALPS)

program is investigating selected problems generated by
spacecraft operational requirements for propulsion sys-

tems capable of high inherent reliability, long-term

storage in space, multiple start in free fall (zero-gravity),

and engine throttling. The solutions proposed to satisfy

these requirements have been incorporated in the ALPS
system.

Periodic reports in the Space Programs Summaries

describe the progress of work on the various parts of the

ALPS system. Recent accomplishments are outlined be-

low. These include the testing of several injector arrays

which proved to be unstable. A 310-sec firing test of a

boron/pyrolytic thrust chamber has been made. A new
machine to test the resistance of bladder materials to

damage by creasing has been built. A rubber bladder has

been expulsion tested at pressures up to 1500 psig.

2. Injector Development, B.H.Johnson

Previous experiments (Ref. 1) have shown that ex-

tremely fast reactions between nitrogen tetroxide and

hydrazine can prevent good mixing of the propellants and

thus reduce performance. It was hypothesized that this

barrier to obtaining high performance might be circum-

vented by using a number of elements arranged so as to

give good secondary mixing. It was decided that the

injector elements should be arranged side by side so fuel

repelled from each spray would impinge with the oxi-

dizer repelled from the adjacent spray. Normally, how-

ever, these elements cannot be arranged with the major

axes of the sprays exactly parallel and in line because of

interference between orifices; the elements must therefore

be rotated or offset slightly with respect to one another.

Three such injectors have been fabricated and tested as

part of the ALPS injector development program. Each

injector has 80 doublet elements (fuel on oxidizer) with
equal orifice diameters for both fuel and oxidizer. The

first injector, shown in Fig. la, has the elements arranged
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0 ! 2 
INCHES 

(c) Single-row radial flow injector 

(a) Axial-flow injector 

(b) Multi-row radia .flow injector 

Fig. 1. Three types of 2000-lb thrust 80-element injectors 
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with axial resultant momentum lines and the other two,

shown in Figs. lb and lc, have nearly radial resultant
momentum lines.

All three injectors were plagued with high-frequency

combustion instability problems. The radial-flow injectors

never ran stably while the axial-flow injector ran stably

in only three runs. Performance could not be measured

with certainty during unstable operation so only the

performance of the axial-flow injector is known. Charac-

teristic ex_h_aust velocities of about 530_) ft/sec, which is

about 91% of the theoretical value, were measured for

the axial-flow injector (in a chamber with an L* of

137 in.). Apparently a smooth start was a necessary but

not sufficient condition for obtaining stable operation of

the axial-flow injector. No stable runs were obtained with

the radial-flow injectors, even with smooth starts. In

attempting to stabilize these injectors, the axial-flow and

the multi-row radial-flow (Fig. lb) were each fitted with

three fiat radial vanes. These vanes did not prevent un-

stable combustion in either of these 80-element injectors.

The vanes did, however, appear to make the instability

more nearly random in both frequency and amplitude.

Perhaps longer vanes which projected further down the

longitudinal axis of the chamber would have been more

effective. The dominant frequencies recorded in the

chamber pressure instrumentation were about the same

with the three injectors, about 320(03400 cps in a cham-
ber with an inside diameter of 8.00 in. and 360(04000 cps

in a 6.75-in.-diameter chamber. Thus the frequency

seemed to vary inversely with the chamber diameter.
Simultaneous measurements with three soft-mounted

Photocon transducers indicated that the instabilities were

of a spin (or tangential) type. In some tests, when a long

chamber (20 in. from the injector to the convergent

section) was used, a 1009-cps longitudinal instability was

observed along with the spin instability. In one test, using
the radial-flow injector shown in Fig. lb, a filler block

was mounted in the chamber to reduce the chamber

volume behind the injector spray. With this configuration,

a very uniform 5600-cps instability was measured.

Besides trying vanes, several other unsuccessful at-

tempts were made to stabilize these injectors. These

attempts included: (1) setting up three oxidizer-rich

regions in the radial-flow injector shown in Fig. lb, (2)

enlarging the outer (fuel) orifices in the outer circle of

elements in the axial-flow injector to modify the shape

of the sprays, and (3) reducing by one-half the number

of elements in the outer circle of the axial-flow injector

with the oxidizer orifices enlarged to the same size as the
fuel orifices.

OXIDIZER_ /_ FUEL SPRAY

SPRAY NOZZLE I / NOZZLE

FUEL SPRAY--_] \ /_--- OXIDIZER
NOZZLE l / /\ SPRAY NOZZLE

E-//'l _ I/'_ I
0 I 2 3 4

I I I I I
INCHES

Fig. 2. A2000-1b thrust impinging flat-sprays

iniector

Another injector tested was a modification of the im-

pinging sprays injector reported in Ref. 2. Two fiat spray

nozzles with a 90-deg impingement angle and a distance

of 3.5 in. from the ends of the spray nozzles to the

impingement point were used. This arrangement had

given 85% of theoretical c* in a chamber having an L* of

170 in. Two small fiat spray nozzles were added to

the injector face, each of which impinged with one of the

large sprays at a distance of 0.73 in. from the ends of

the small nozzles. This arrangement is shown in Fig. 2.
The total flow rate of the small nozzle is ½0 of the total

injector flow rate. The result is thus the impingement of a

high- and a low-mixture ratio flow. These flows could be

completely gaseous if the off-mixture-ratio reactions were

rapid and the initial mixing was good. The measured

performance of this injector was 88% of theoretical c*, a

slight improvement over impinging sprays.

ALPS injector development is continuing. Tests are

being made to determine the effect of injector size ( scale )

on the tendency of streams to blow apart. Also, a new

impinging sheet injector is being fired.

3. Thrust Chamber Development, wl _" Tyler

The ALPS program has conducted successful demon-

stration test firings of radiation-cooled pyrolytic graphite

(PG) thrust chambers of free-standing design at the

100- and the 2000-1b thrust levels. Although the results

of these firing tests were promising, the ultimate capa-

bility of PG to withstand long duration firings was

unproven because the maximum continuous burning time

until failure has been only 44 sec at the 100-1b scale (the

larger chambers have not been fired to failure). There
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were indications that the failures were caused by an

unsynmletrical erosion pattern which was apparently

related to the pattern of the propellant elements. This

particular injector design (called Mod. II or Mod. III,

depending upon the manifolding details) has ten pairs of

doublets (fuel on oxidizer) arranged in two staggered

o deg

2"70 deg-

0

2-in. D

90 deg

180 deg

Fig. 3. Arrangement of the 10 pairs of propellant

orifices and resulting sprays from the original

1O-pair, lO0-1b thrust injector (Mod. II and III)

rows of five pairs each. Fig. 3 illustrates the relative posi-

tions of the resultant propellant sprays. Rowley attempted

to correlate this pattern with the local rates of erosion in

an ablative chamber nozzle (Refs. 3 and 4). Fig. 4 shows

the change in the throat cross section of an ablative
chamber fired with this injector pattern. To obtain a more

uniform and, if possible, a lower average erosion rate, a

new injector (designated Mod. IV) was designed and

fabricated with a different pattern but with the same

individual element design. The new injector has six of the

pairs arranged in a circle so the major axis of the resulting

propellant sprays will be parallel with tangents to the

wall and the remaining four elements are located within

this circle at the corners of a trapezoid. Fig. 5 indicates

the relative positions of the sprays. Initial performance

evaluation tests of this injector in an uncooled thrust

chamber were reported in Ref. 5.

An ablative erosion test was recently conducted with

this new injector assembly (Mod. IV) in a chamber
identical with the one used for the ablation test men-

tioned above. Again, nitrogen tetroxide and hydrazine

were used at the same test conditions as for the previous

test. Results of this latter test show an apparent reduction

in the nonsymmetry of the local throat erosion (Fig. 6).

Also, the average erosion rate seems to have been reduced

since at constant propellant flow rate the test with the

original injector yielded an average decrease in chamber

pressure of 1.44 psi/sec (from an initial pressure of

160 psia) commencing 3.2 sec after the start of a 30-sec

0 deg

270 deg

2-in. [2

90 deg

180"

Fig. 4. Change in throat contour of Refrasil-phenolic

ablative thrust chamber after testing with the

original lO0-1b thrust injector |Mod. II1|

180 deg

Fig. 5. Arrangement of the 10 pairs of propellant
orifices and resulting sprays from the new

lO0-1b thrust injector (Mod. IV)
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0 

0' 

I 
180° 

Fig. 6. Change in ablative chamber throat contour 
caused by erosion when fired with the new 

100-lb thrust injector (Mod. IV) 

duration run; whereas the new injector design gave an 
average chamber pressure decrease of only 0.41 psi/sec 
(from an initial pressure of 154 psia) beginning 10.5 sec 
after the start of a 30-sec duration run. 

A 30-sec test, with a PG thrust chamber assembly and 
the new injector assembly, was then conducted with no 
detectable change (erosion) of the chamber wall or throat. 
The effective chamber pressure was 145 psia, the mixture 
ratio 1.12, and the c* was approximately 5600 ft/sec. 

A long duration test has been completed with this new 
100-lb thrust injector and a borodpyrolytic graphite 
alloy (BP) thrust chamber assembly, The chamber failed 
after 310 sec of continuous firing. The exact cause of this 
failure is unknown. Chamber performance was good up to 
the time of failure with essentially no decrease in cham- 
ber pressure. The chamber pressure (nominal) was 145 
psia at a mixture ratio of 1.19. c* was approximately 
5550 ft/sec. 

Additional tests are planned to determine the ultimate 
life capability of these 100-lb chambers with appropriate 
modifications to overcome any design defects which come 
to light. 

4. Bladder Development, L. K. Jones 

Bladder materials usually fold and crease during an 
expulsion cycle. The creases often cause material damage 
which allows leakage. To evaluate the relative resistance 
of candidate bladder materials to damage from creases, 
a fixture was devised to induce a traveling crease in a 
material sample. This h t u r e  and some test data obtained 
with it were discussed in Ref. 6. Based on this experience, 
a crease-testing machine was designed and built. Fig. 7 
shows the finished machine. A motor-driven crank pulls 
the material sample over the creasing blades at a constant 
stroke and frequency. Flat, cylindrical, or tapered creas- 
ing blades may be used. A turnbuckle and spring scale 
allow preloading, and measure tension during creasing. 
A mechanical counter registers the number of cycles prior 
to failure, indicated by leakage of the dye penetrant. 

Testing of additional samples of bladder material is 
underway using this improved crease test machine. 
Results will be published as they become available. 

Fig. 7. Improved JPL crease-test machine 

5. Generant Tank and Cell Development, 0. F. Keller 

The generant tank and cell assembly is used in the 
ALPS system as the storage reservoir for the generant 
(hydrazine) which is decomposed in the gas generator to 
form gases for pressurizing the propellant tank. This tank 
also contains a pressurant gas which expands to expel 
the generant. Two types of cells are being considered, the 
balloon-type and the hemispherical diaphragm. Yrevi- 
ously reported tests of the balloon-type cell (Ref. 7 )  were 
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conducted at low pressures because of the limited

strength of the plexiglass test tank. Recently, several ex-

pulsion tests using a Mariner expulsion bladder and a

steel tank have been carried out at initial pressures up to

1500 psig and final pressures after blow-down of approxi-

mately 500 psig. Behavior of the bladder was normal

except that once during an expulsion cycle a sudden dip
in flow rate occurred near the end of the test. This indi-

cated that perhaps one of the random folds in the bladder

had closed off the outlet, then suddenly shifted away

again allowing the flow rate to return to normal. Such a
reduction in flow rate during a mission woulcl be undesir-

able. Although this singular event has not been detected

before, the possibility that it might recur would seem to

be sufficient reason for altering the design or using the
diaphragm-type cell.

The development of welding techniques for the final

closure seam in the generant tank fitted with the diaphragm-

type cell is continuing (see Ref. 8 for initial phase). This
tank has an internal diameter of 16 l& in. and a nominal

wall thickness of 0.162 in. at the girth seam. The hemi-

spherical rubber expulsion diaphragm is clamped to the

tank equator near the girth weld. Airtite Products has

completed the root weld pass of the first 6AL-4V titanium

development tank. Before this was done, the generant

tank girth weld was divided into four zones or segments

for welding purposes. Water-cooled chill rings were used

and were placed about ¾ in. from the root of the weld

in order to keep the local temperature as low as possible

near the rubber diaphragm. Temperature-sensitive tape

was placed inside the tank on the surface of the back-up

ring prior to welding in order to indicate whether or not

critical temperatures had been exceeded.

The welding speed, welding current, and welding volt-

age were observed and recorded for each weld segment.

These data have been compiled in Table 1. Welding

speed varied from 4.5 to 13.2 in. per min; welding current,

from 66.5 to 140 amp; welding voltage, from 8.5 to 10.7 v.

Throughout Segments III and I.V the indicated tempera-

ture was 375°F or greater. This was attributed to the

relatively slow welding speeds used in welding these

segments. The best segment was II where only one spot

indicated a temperature of 350°F. All other portions of

this segment indicated temperatures below 350°F. This

was attributed to the relatively fast welding speed and

the relatively moderate amperage and voltage. X-rays of

the girth weld, however, indicated a lack of penetration

in all segments at the root of the welding lip machined

integrally with the back-up strip.

As a result of the above test weld, provisions have now

been made to completely eliminate the above welding lip.

This will increase penetration of the root pass with

increasing welding current or amperage or reducing

welding speed.

Table 1. Weld segment data

Segment

number

I

II

III

IV

Lineal welding

speed,

in./min

13.2

13.2

4.5

4.5

Welding

current,

amp

140.0

119.0

84.0

66.5

Weld|ng

voltage,

V

10.7

10.0

9.2

8.5

Maximum

temperature,

OF

350

350

375 +

375 +
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Xll. Advanced Propulsion Engineering

Ae Liquid MHD Power Conversion
D. Elliott, D. Cerini, L. Hays, D. O'Connor,

and E. Weinberg

The long lifetimes required of electric-propulsion

powerplants make nonrotating cycles attractive. A non-
rotating powerpiant under investigation at JPL is the

liquid magnetohydrodynamic (MHD) system shown

schematically in Fig. 1. In this cycle a fluid, such as

cesium, circulates in the vapor loop and causes a liquid
metal, such as lithium, to circulate through an MHD

generator in the liquid loop. The cesium leaves the radi-
ator as condensate, flows through an EM pump to the

mixer, vaporizes on contact with the lithium, atomizes
and accelerates the lithium in the nozzle, separates from

the lithium in the separator, and returns to the radiator.

The lithium leaves the separator at high velocity (typi-

cally 500 ft/sec), decelerates through the production of

electric power in the MHD generator, and leaves the

generator with sufficient velocity (typically 390 ft/sec) to

return through a diffuser to the reactor where the lithium
is reheated.

I VAPOR LOOP I

/ DIFFUSER7

17 ,
I REACTOR i _

Fig. 1. Liquid MHD power conversion cycle

To date, ambient-temperature tests have been per-

formed on the four main components of a liquid MHD

system. Nozzles, separators, and diffusers have been

tested with water and nitrogen, and generators with NaK.

The results, summarized in Ref. 1, indicate that a 2000°F

cesium-lithium powerplant of 300-kw electric output

would weigh between 30 and 45 lb/kw(e), unshielded.
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Fig. 2. Geometry of experimental generator duct

The major remaining performance problem is achieving

efficient operation of a generator integrated with the

separator and diffuser. At the same time, the generator

must either produce DC power at 20 v minimum, for

efficient inverter operation, or AC power at a comparable

efficiency and reasonable power factor. Current work is

on DC generators due to their simplicity.

I. Generator Tests

Conversion of NaK kinetic power to DC electric power

was satisfactorily demonstrated with the generator geom-

etry shown in Fig. 2. NaK at pressures up to 640 psi and

at flow rates up to 16.5 lb/sec was supplied to the inlet

nozzle. The electrode inlet and exit pressures were held

equal at about 50 psia by adjusting the field while power

was delivered to a 32-_ohm resistor.

-_ 8
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/

/
_SHARP
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INLET VELOCITY Vt, ft/sec
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The measured output power (electrode voltage times

current) as a function o£ generator inlet velocity is shown

in Fig. 3. The highest power obtained was 10.8 kw

(18,250 amp at 0.59 v) at 302 ft/sec.

Also shown are theoretical output powers calculated

from the end-loss analysis of Re£. 2 and from the friction

loss for fully developed pipe flow. NaK properties used

were: density = 54.76 Ibm/ft', viscosity = 1.9 Ibm/ft, hr,

and resistivity = 34 _ohm'cm. The lowest theoretical

curve corresponds to a sharp cutoff of the field at the ends

of the electrodes. The highest curve includes the effect of

the measured exponential extension of the field with an

e-folding length of 0.89 in. The middle curve includes, in

Fig. 3. Comparison of experimental and theoretical

generator output power

addition to the field extension, the shunting effect of the

boundary layer for a _-power velocity profile. The meas-

ured output powers reach 93% of the latter curve.

For comparing theoretical and experimental generator

efficiencies, the fluid input power was taken as the sum

of: (1) the kinetic power change across the electrode

region, the pressure drop being zero; and (2) the change

in 6±p power upstream and downstream o£ the electrodes

due to power generation. At the highest output power of

10.8 kw, Item (1) accounted for 19.9 kw and Item (2)

added 0.8 kw, for an efficiency of 10.8/20.7 = 0.52.
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Fig. 4. Comparison of experimental and theoretical

generator efficiency

Fig. 4 compares the theoretical and experimental effl-

ciencies. E_ciency rises with increasing inlet velocity due

to the decreasing pipe friction factor loss at higher

Reynolds Numbers. At the highest power the measured

efficiency was 52%, as compared with the theoretical

value of 56% with field extension and boundary-layer

shunting.

Fig. 5 compares the measured and theoretical values of

magnetic field required for zero pressure drop. The fields

required were about 15% higher than predicted, with

no obvious reason for the discrepancy.

It is apparent that there are no major losses in liquid

MHD generators which are not accounted for by FR

losses, end shunting, boundary-layer shunting, and pipe

friction losses. Consequently, the analysis has been com-

bined with the one-dimensional two-phase flow equations

and the two-phase conductivity data of Ref. 1 (Fig. 16)

in a computer program for the design of generators

employing two-phase flow, as will be required in the

conversion system.

2. Separator Tests

The conical type of separator described in Ref. 1

(Fig. 7) delivers liquid through an annular slot, whereas

efficient generators require a less elongated flow chan-

I I
o MEASURED

J

oj
J

/

C

O

I)

o so _oo 15o 200 2so 300 3so

INLET VELOCITY Vi, ft/sec

Fig. 5. Comparison of experimental and theoretical
field required for zero pressure drop

nel. One approach to a lower aspect ratio separator outlet

was tried with the "two-dimensional" separator shown in

Fig. 6. Here, a 6.75-in.-wide inclined plane acted as the

separator. Fig. 7 is a microsecond photograph of the flow

near the primary capture slot, showing the bulk of the

liquid entering the slot. The remainder flowed to a sec-

ondary slot farther downstream and some remained
entrained with the nitrogen.

Measurements of liquid lost with the gas as a function of

gas/liquid volume were made and the results are com-

pared in Fig. 8 with the conical separator data. The two-

dimensional separator had 0.5 to 1% less flow bypassing

the primary slot than the conical separator. The secondary

capture slot also was more effective in that it reduced the

total liquid loss from the 0.5-1.1% for the conical design

to 0.15-1.0%, as shown in Fig. 9.

Thrust measurements were made to determine the exit

velocities shown in Fig. 10. The velocity loss from nozzle

to separator exit increased from the 12-26% for the cone

to 22-35% for the two-dimensional separator. The two-

dimensional separator had only 26% more surface area

than the conical separator. Hence, the additional velocity

loss must have been primarily due to the secondary-flow

losses produced by the liquid film tending to flow up the

separator side plates and re-mix with incoming nozzle
flow. A second cause of velocity loss not present in the

conical separator was the stagnation area at the junction
of the circular nozzle and the rectangular separator duct.
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Fig. 6. Two-dimensional separator on test stand 
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Fig. 8. Comparison of primary slot effectiveness of 
conical and two-dimensional separators 

Fig. 7. Flow near capture slot of two-dimensional 
separator 

3. Lithium Compatibility Tests 

To see if a generator could be located within a few slot 
widths of the capture slot inlet, a baffle simulating a 
magnet pole was added as shown in Fig. 11. There was 
no measurable change in primary-slot flow or velocity. 

Cb-1 % Zr capsules containing CaZrO, and BaZrO, sam- 
ples exposed to 2000°F lithium for 500 hr were opened. 
The surfaces of both samples were covered with deep 
cracks, and portions crumbled when touched. 
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Fig. 9. Comparison of overall capture effectiveness 
of conical and two-dimensional separators 
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Fig. 10. Comparison of exit velocities of conical and 
two-dimensional separators 

4. NuK Computibility Tests 

In connection with MHD component and system tests 
using cold NaK, the compatibility of various O-ring 
materials with NaK at 60430°F was investigated. The 
materials tested were Teflon, polyethylene, nylon, Kel-F, 
buna N and butyl rubber. After a four-week exposure to 
NaK, none of the samples showed a change in physical 
or mechanical properties. It should be noted, however, 
that all samples tested were cleaned with denatured 
alcohol prior to immersion in the NaK, thereby removing 

Fig. 1 1. Two-dimensional separator with baffle 
simulating magnet pole 

the surface moisture. It is possible that the deterioration 
of Teflon and Kel-F sometimes observed in NaK is caused 
by the reaction of NaK with the surface moisture to pro- 
duce NaOH and KOH, and that these are the agents 
causing the deterioration of the O-ring materials. 

In addition, the compatibility of a number of common 
plastics with NaK was investigated to find a suitable 
insulating material. The materials tested were Micarta, 
lucite, and nylon. The surfaces of all the materials were 
cleaned with denatured alcohol prior to immersion in the 
NaK. After a two-week exposure, the Micarta showed 
slight etching, and the other materials were unaffected. 

5. Separator Erosion Test 

To simulate the erosion caused by a -stream of high- 
velocity lithium droplets at 2000°F impinging on a 
Cb-1% Zr separator, a small separator cone made of an 
aluminum alloy having values of yield strength, ultimate 
strength, and hardness at room temperature similar to 
those of Cb-1% Zr at 2000°F is being operated in a jet of 
450-ft/sec water droplets. The cone initially had a 0.375- 
in. diameter flat tip. This shape was used since previous 
tests had shown that a cone tip having a sharp point was 
flattened rapidly by erosion until a diameter was reached 
beyond which erosion proceeded at a much slower rate. 
After 1110 hr the mass loss is 0.344 g. If this rate were to 
continue for 10,000 hr, the total loss would be only 3.1 g. 
Moreover, all of the loss has occurred at the tip; down- 
stream, where the liquid forms a film, there is negligible 
erosion. 
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6. High-Temperature Loops

Design and fabrication of loops for high-temperature

liquid metal tests have been initiated. High-velocity

liquid metal erosion will be investigated using a 100-kw

heat input cesium-lithium loop. Separator configurations

will be tested in a high-velocity mixture of cesium vapor

and lithium droplets at temperatures of 1900-2100°F.

Materials will be selected for testing on the basis of

current lithium capsule tests and water erosion data.

Data on nozzle and separator performance will also be

obtained using this loop.

A schematic of the 100-kw loop is shown in Fig. 12.

Lithium is heated in an electrical heater and injected into

the nozzle, together with subcooled cesium. The cesium

extracts heat from the lithium in the process of vapor-

ization. The resulting two-phase mixture expands through

the nozzle and impinges on the test cone which is

mounted in the receiver vessel. A liquid level is estab-

lished in this component with liquid lithium leaving from

the bottom. The lithium is pressurized by an electro-

magnetic (EM) induction pump and returned to the

heater. The cesium vapor flows from the side of the re-

ceiver vessel, through a centrifugal separator, and into

the condenser. The cesium condensate is pressurized by

an EM induction pump and returned to the nozzle to

complete the flow cycle. The majority of commercially

available items for the loop have been ordered. These in-

clude the high-temperature liquid metal pumps, the

vacuum containment vessel and pumping system, flow

meters, columbium-l% zirconium tubing, pressure and

temperature instrumentation, power supply, and tanta-

lum trace heaters. Final designs for most of the fabri-

cated parts have been completed and fabrication has
been initiated.

Design of a 5000-kw (heat-input) conversion loop is

also being pursued. This facility will be employed for full-

scale testing of liquid MHD power systems using lithium

and cesium as working fluids. Peak cycle temperatures

will be 1900-2100°F with heat rejection temperatures in
the 1250-1500°F range. The power source for the lithium
heater in this installation will be a 4800-kw DC motor-

generator set which has been purchased and is currently

being reconditioned. The heat dump system will be a
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Fig. 12. Cs-Li erosion loop schematic
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NaK loop which transports heat from a NaK-cesium

condenser to an air heat exchanger. Fabrication drawings

and component specifications for this subsystem are

currently being prepared. The loop, power source, and

containment vessel will be installed in an existing test cell
after suitable modifications.
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uPACL SCIENCES

XlII. Lunar and Planetary Instruments

As Growth Detection in Minivator

by Light Scattering
J. L. Stuart

In the search for extraterrestrial life, one of the pro-

posed life detection experiments is that of growth. To

evaluate growth detection as a possible experiment for

Minivator 1, a series of growth tests was made. These tests

utilized the light source and photometer reset electronics

(Fig. 1) which form the nephelometric measurement sys-
tem for Minivator. The test chamber was a standard

(1- X 1- X 3-cm) photometer cuvette suitably mounted

to permit removal of test aliquots for biological plate-

count determinations. The light scattered at 90 deg to the
incident illumination was measured.

The test organism used was a heterotroph inoculated

in a nutrient of Trypticase Soy Broth. Aliquots of 0.1 ml

were periodically removed from the test cuvette, serially

diluted, and plated out in Trypticase Soy Agar culture

1A multiple-chamber miniaturized laboratory for performing a vari-
ety of wet chemical analyses upon a soil sample; see Stuart, J.,
"Extraterrestrial Biological Instrumentation Problems," Proceedings
of the San Diego Symposium for Biomedical Engineering, 1963.

plates. The plates were incubated at 37°C overnight to

permit the organisms to form visible colonies, which were

then counted. In order to minimize the effects of changes

in the test chamber geometry as a result of removing

aliquots for plating, it was necessary to replace the test

aliquot with a similar aliquot removed from a similar

cuvette stored in the incubator with the photometer.

APERTURE

_) STABLE LIGHT 1
CUVETTE SOURCE

APERTURE --

PHOTO- I

i MULTIPLIERI _ - SIGNAL CURRENT, Z$
/

PHOTOMETER A /

CURRENT, IpT _ ! A , I
,_ LOG RTHMIC _ _n-- r Am

• I AMPLIFIER I T -_° ,ug zsvr_

A u I I ,ogL,',_-ZR)
RESET CURRENT, ZR| , I

C_URENT_ SAMPLE_AND_HOLDU11

_._ I RESETELECTRON'CS/

Fig. 1. Photometer block diagram
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Fig. 2 is a plot of the plate count versus time for one

test. Tile photometer output versus time and the pho-

tometer output versus plate count for this test are plotted

in Figs. S and 4, respectively. The lag phase of growth for

9
E

.__ 8

_7
i---

n. 6
I-
z
bJ
0
Z 5
0
U

-- 4/
/

J
7

J

J

I 2 3 4 5 6 7 8

TIME, hr

Fig. 2. Plote count (averaged) vs time

p

9 I0

this test is not shown in Fig. 3 since the organisms were

already in an active log phase of growth at the time of

the test. In Fig. 3, the original photometer output current

was reduced to 10 -11 and 10 -13 amp by adding current

from a current source to the input of the photometer

amplifier to electronically reduce the effects of light scat-

tering due to test chamber geometry, nutrient broth test

fluid, and photometer dark current (which is about 1% of
the total initial photometer current). It is seen that an

increase in current suppression leads to an earlier detection

of growth, but more stability in the electronics is required.

On soil samples, it will be necessary to: (1) perform a
coarse filtration of the soil-broth mixture to eliminate

particulate settling, or (2) wait until the rate of change of

scattering due to particulate settling decreases to a mini-

mum before fixing the suppression current into the
photometer.

Thus, given a well-controlled situation where only

organisms are inoculated in a suitable nutrient broth, it

is possible to detect a population density of 5 )< 10'

organisms/ml as compared to the un-inoculated control

by the electronics mechanism of initial value, suppression,

or by "remembering" the control value.
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XlV. Space Instruments

Ao Space Photography and
Colorimetry

L. R. Mailing

1. Value of Color

Because color is one of the more pronounced attributes

of life, there will naturally be more interest in exploratory

photographs that demonstrate the spectral properties of

planetary surfaces. Such color information requires that

spectral relationships be established between the reflec-

tance from the planetary surface, the spacecraft photo-

sensor, and the Earth-based observer. Spectral information

can be generated at the space camera by successively

interposing color filters between the photosensor and the

optical objective. For example, in the Mariner-Mars TV

subsystem a simple two-color filter arrangement is used

(Fig. 1). Without the color filters, the resultant reproduc-

tions are monochromatic and devoid of spectral infor-

mation. It can be expected that color information will, in

particular, greatly enhance subsolar planetary photo-

PLANET _

,f
EARTH

RECEIVER

TUBE

PHOTOGRAPHIC
FILM

Fig. 1. Image transfer to the observer in a space spectral photographic system
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graphs where the tonal information due to low-contrast

ratios is then at a minimum. Since the majority of the

pictures taken in a flyby mission are subsolar views, the
value of such an experiment is greatly increased.

2. A Space Camera as a Colorimeter

An interplanetary space camera that includes spectral

information becomes, in effect, a photoelectric color-

imeter, in addition to its more normal function of resolv-

ing monochromatic detail. Because of the entire nature of

a planetary experiment which includes considerations

of extreme range, instantaneous picture presentations are
not called for. Hence, static colorimetric-type calibrations

may be accomplished on the camera instrumentation

prior to launch. The spectral information is then con-

trollably inserted into the final pictures at the conclusion
of the mission in accordance with the data received from

space and the instrument calibrations. To ensure that the

required amounts of color are correctly inserted into

the final pictures, rather precise knowledge is needed

concerning source illumination spectra, color filter char-

acteristics, and the spectral characteristics of the photo-

sensor. In addition, the particular means taken to present
the information to the observer must include considera-

tions related to the spectral sensitivity of the eye. Also,

special consideration is necessary of the many techniques
available for including color information into the final

picture presentations.

3. Sensitivity of the Eye

The spectral range of visible radiation is determined

by the eye. The sensitivity of the average eye is shown

in Fig. 2 (see also Bef. 1). The ordinate represents the

estimated luminosity for constant radiated power confined

_o
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E
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W
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Z
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WAVELENGTH X, rap.

Fig. 2. Sensitivity of the average eye

to a narrow band that is moved across the visible spectrum.

At the peak of response, 555 m/_, an apparent luminosity of

680 lumens is achieved per watt of radiated power. The

observable luminosity drops to essentially zero at 400 and

700 m_, thereby defining the visible wavelength band.

Photosensors not only are sensitive to radiation outside

of this band, but may have a peak response well removed

from the eye peak. As will be shown later, this does not

necessarily preclude the use of such a sensor from space-

camera applications since filters may be used for

compensation.

4. Color Theory

In accordance with theory, colors may be divided into

two groups: (1) primaries that, as a single color, are dis-

tributed over a wide range of the visible spectrum; and

(2) spectral colors that are confined to the radiation in a

band of 1 m/_ or less. A mixture of three primaries--e.g.,

red, green, and blue--in accurate proportions will pro-

duce any spectral color throughout the range of the

visible spectrum.

The science of colorimetry is essentially concerned with

the relationship of the primaries to the spectral colors.

Chromaticity measurements are accomplished in terms of

the Newtonian color triangle. The triangle may be repre-

sented by areal trilinear coordinates having a grid of

constant values of red, green, and blue (Ref. 1). The Inter-

national Commission on Illumination (CIE) has, in addi-

tion, established refined techniques that permit positive,

exact color identification in so-called CIE chromaticity

coordinates x, y, z. Tile CIE system is derived from the

Newtonian triangle by a series of perspective transfor-

mations based on theorems of projective geometry. Two

of the CIE coordinates x, y suffice to define any color.

Chromaticities

X,Y
x,Y-x÷y+ Z ,

where X, Y, Z are tristimulus values, i.e., the amounts of

each of the primaries that must be combined to estab-

lish a color match for a given specified spectral compo-

nent. Integrated over the visible band,

f?X, Y, Z = Ex x, y, -z d,k ,

where Ex represents the energy distribution. Spectral
characteristics x_ y", z" describe distribution functions as

illustrated in Fig. 3, where, for descriptive convenience,

_,, _', _ may be given color primary assignations red, green,

blue (r, g, b). They represent the amounts of the three
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Fig. 3. CIE tristimulus distributions

idealized primaries that, when mixed, match any one of

the spectral components along the abscissa. If three filters

are placed successively in front of the photosensor having

characteristics identified with x, y, z and the photosensor

has uniform spectral sensitivity, then the successive out-

put currents

f_ 'k2
i1,_,3 = K Ex x, y, z dx .

l

Generally, the photosensor sensitivity is not uniform

and filters having ideal _, _, E characteristics are not avail-

able. The sum total of spectral information that will be

achieved in a practical case will depend upon the com-

plexity of the filter system and the reproducibility or

calibration accuracy of the photo-instrumentation system.

5. Blackbody Radiators

Spectral calibrations require a knowledge of the distri-

bution of radiant energy from the illuminant. Usually, this

distribution is not constant over the visual range. In

accordance with Kirchoff's law, any radiator may be

replaced with an equivalent ideal blackbody radiator of

known temperature (Ref. 2). The spectral distributions for
the radiator and the blackbody will be the same. For light

emanating from the Sun in the outer atmosphere of the

Earth, for example, the radiance may be approximated by

an ideal blackbody operating at a temperature of 6500°K.

A family of curves may be drawn to represent the energy

distribution for a number of differing blackbody tempera-

tures. Using Wien's law, based on classical thermody-
namics, the curves in Fig. 4 were obtained. There is

2.4

' T;Z84BOK-_

io- \

1.6 4500 K \

55oo
_ O.4

0z _ 6500] K_
0

400 450 500 550 600 650 700

WAVELENGTH X, m F

Fig. 4. Wien's distribution law for blackbody
radiators

negligible disagreement over the range of interest with

the more erudite equation derived from Planck's quarttum

hypothesis. Wien's formula for the distribution of energy

as a function of wavelength is as follows:

C1

Ex --X5 exp (C2/XT) ergs/cm2/sec"

This is the radiation in a 1-m/_ interval, where T is the ab-

solute temperature, C_ = 3.7 X 10 '-':_,and C._,= 1.44 X 107.

As the temperature increases, the radiation maximum

shifts toward the blue region. However, in accordance

with Wien's displacement law the characteristic shape of

the curve is retained. This is demonstrated by normalizing

the distribution curve and plotting Ex/T _ as a function of

xT. The similarity is evident in Fig. 5, where two of the

blackbody temperatures of Fig. 4 have been plotted over

the visual band. Average estimates of blackbody tem-

perature for several different bodies of interest for space

photography are given for reference below:

Sun (above atmosphere)
Earth

Moon

Mars

Illuminant A, tungsten lamp

6500°K

6000°K

5500°K

3000°K

2848°K

The upper atmosphere radiation from the Sun that ap-

proximates North light has been plotted in Fig. 6 (see also

Ref. 3). It is seen to be relatively constant over the visible
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Fig. 6. Radiation distribution from the Sun in the
outer atmosphere of the Earth

band, as would be expected for a blackbody temperature

in the region of 6500°K.

6. Spectral Response of a Photosensor

The output current of a photosensor in terms of the

energy distribution of the illuminant P(X) in w/cm 2 and

the spectral sensitivity of the sensor S(X) is as follows:

z = K e(x) s(x) ax.
J X1

A point-by-point measurement of S(X) may be made by

using a controllable radiant source and a monochromator

(Ref. 4). The spectral eharacteristics of P(x) may be speci-
fied in terms of the equivalent blackbody radiator.

Information may be obtained by moving from color tem-

perature to color. Certain particularly useful color temper-

atures have been specified by CIE in x, y coordinates.

A color triangle having lines of constant r, g, b has been

o.eI

0.7

0.6

0.51

04

0.3

0.2

0.1

C

I I I I I I I

0/_ 0.9

0.8
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Ill'NIl I _ ).e VALUESOFg

VALUES I"-// / _",E-°°ov _\ oz

0.5_

°-'
o.8/_-,_<::_04 °'5 VALUES OF •

I I I I I I I
0.1 0.2 0.3 0.4 0.5 OJ5 0.7 0.8

X

Fig. 7. CIE coordinates, color triangle, and Planekian

color temperature locus

inserted into the CIE x, y coordinate system, and the

Planckian locus for blackbody temperatures (Fig. 7; see
also Ref. 1) has been superimposed on the triangle. Thus,

equal-energy white, 6500°K, CIE-specified chromaticity

with x = 0.3101 and y -- 0.8168, using Fig. 7, gives

r = 0.38, g = 0.88, b = 0.33. This is the center of gravity

of the triangle. For CIE-specified Illuminant A, a tungsten

lamp operated at 2848°K, with x = 0.4476 and y = 0.4075,

r = 0.56, g = 0.34, b = 0.10.

In assessing the performance of a flight camera system

or photosensor in the laboratory, the source of illumina-

tion is generally a tungsten lamp. The lamp may be

operated at a color temperature which is not CIE-specified

in order to match, for example, a planetary blackbody

temperature. It is desirable to determine the primary

color contributions at this temperature. From Wien's law

the spectral distribution may be determined as in Fig. 5.

This is illustrated for Illuminant A in Fig. 8, where the

values of Ex • (Y, _, _) are plotted versus x. The CIE co-

ordinates x, y may be found by integration, in this case

using a planimeter, from which

X,Y
x,Y-x+y+ Z •

The values of x, y obtained by this m6thod were x = 0.456,

y = 0.401, which are within 2% of the CIE-specified

values of x = 0.4476, y = 0.4075. It is of some interest to
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Fig. 8. Ex " (x,y',z) for Illuminant A

note that, if the visible spectrum is arbitrarily divided

into three equal primary regions, r, g, b -- 600-700, 500-

600, 400-500 m/_, respectively, then these primary contri-

butions will approximate the CIE r, g, b values. This is

demonstrated by integrating over these regions for Illu-

minant A, where the values so obtained are r = 0.56,

g = 0.32, b = 0.12, which are quite close to the CIE

values of 0.56, 0.34, 0.10, respectively.

It is sometimes more convenient to modify a known

color temperature with the aid of a color filter. Thus, the

radiation can be shifted into the blue region so that, in

accordance with Wien's law, the color temperature will
be raised. However, unless the filter characteristics are

carefully tailored, a true shift from one blackbody tem-

perature to another will not be realized. The effect of

applying a simple blue filter to change the color tem-

perature of Illuminant A is illustrated in Fig. 9. Wien's

law is approximated only over the range from 400 to 600

m_ for a color temperature of the order of 3000°K.

It is also desirable to be able to assess the spectral

performance of a photosensor in relation to the CIE tri-

stimulus values. The spectral sensitivity S(X) may be

determined by a point-by-point measurement. Integra-

tion of the CIE tristimulus distributions for equal-energy
white indicates that

f_oo fToo /7oo_- dx = _ dx = Z dx .
00 400 400

For a sensor having a fiat sensitivity curve over the 400- to

700-m/_ range, the output currents il = i,_,= i3 for three

exposures when ideal x, y, z filters are employed. The

illumination is assumed to be equal-energy white. Gen-

erally, the sensitivity curve S(X) is not uniform over the

2.4

210

t_l.6

1.2

z 0.8

0.4

I I LLUMINAN_,_

4( i 450 500 5,50 600 650

WAVELENGTH k, rap.

Fig. 9. Effect of raising color temperature with
blue filter

700

visible band. However, the assumption is now made that

a combination of filters applied to the S(X) curves will

match the required _',_, _ characteristics and thus produce
an ideal calorimeter. The efficiency with which this can

be accomplished will determine the ultimate sensitivity of

the camera when operating as a spectral photometer.

Obviously, with a sensor that is not sensitivity-limited,

an arrangement of neutral-density filters plus color filters

will always allow the true CIE primary distributions to
be obtained.

The nature of the problem is illustrated in Fig. 10,

where the spectral response S(X) of a Mariner slow-scan
vidicon is superimposed over the CIE tristimulus curves.

2.0
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hi
(D

z
O
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_J
b.I
Iz

0.4

V\ s(x)

400 450 500 550 600

WAVELENGTH k, mp.

Fig. 10. Evaluation of photosensor spectral
characteristics
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In this case, it is assumed that a compromise must be

made between spectral purity and sensitivity. With the

adjustment as shown in Fig. 10, S(_) fails to overlap in

particular _, which is associated with the red primary.

Spectral deficiencies may be stated in terms of percent-

ages of the values of x, y, z. For this sensor _" = 0.64,

= 0.86, _ = 0.91. The loss of sensitivity may be related
to areas not covered by the x, y, z distributions and, for

the overlap in this case, ,7 -=- 0.75. It should be empha-

sized that, with this technique of evaluation, the filter

functions are idealized and would be generally unrealiz-

able. In evaluating a sensor for a space experiment, the

color filter arrangement, the spectral requirements, and

the nature of the experiment are additional factors that
must be considered for an accurate assessment of the

sensor as part of a flight instrumentation facility.
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XV. Space Instrument Systems

A. Planet-Acquisition-Range
Prediction of a Planetary

Scan System
R. Y. Wong

A rn_fhntl iq prp_pnfPc] hpr_ fnr nr_AioHntr hi.net
.............................. ¢" ......... c) r- .......

acquisition range using the technique which is, in part,

suggested by Meltzer and Thaler (Ref. 1) for range deter-

mination of doppler radar. A criterion for the effective-

ness with which a planetary scan system accomplishes

its mission is the range at which the system has a high

probability of detecting the planet. The maximum range

at which the planet can be detected and acquired depends

primarily upon whether the planet can be distinguished

from the noise appearing with the planet signal. If the

noise amplitudes are high, the chance of mistaking a noise

pulse for a signal in the absence of the planet is apprecia-
ble. Statistical methods are used here for the differentiation

of signal from noise, and the techniques for implemen-

tation in terms of electronic circuitry for planet detection
are described.

1. Planet Detection

A mathematical model involving threshold discrimina-

tion is used to predict the detecting range of the system.

The presence of the planet is to be detected by a radi-

ation detector, the output voltage of which is closely
proportional to the input radiation energy, and a filter

network is utilized to limit the noise bandwidth prior to
the threshold discrimination. Detection is to occur when-

ever the signal-plus-noise voltage input to a threshold

stage exceeds the threshold voltage.

2. Statistics of Noise

If x is the chance variable and p(x)dx is the probability

of finding the variable within the range of dx, the expec-
tation of x is

E = xp(x)dx , (1)
oo

where p(x) is the probability density of x. The mean-

square deviation from the mean of x is the expectation

of (x-_) _, i.e.,

(x2--x _) = (x-Tc) _V(x)dx. (2)
o0

If Xl, x.,, x:_'"x, are the independent chance variables, each

of which is associated with a probability density p(x,),

the chance variable y is

N

= _ Xn. (3)Y

n=l
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The Laplace-Liapounoff Theorem (Ref. 2) states that the

probability density of y, with K as the dispersion of y,

has an asymptotic expansion with the first term as

(2rrK) -'/_ exp I -- (y- t_)27 (4)2K j "

Expression (4) can be used to determine the distribution

of the noise probability density. If the noise n(t) is repre-

sented by sinusoidal fluctuations, or

N

n(t) = _ (a,, cos _ont + bn sin _nt), (5)
n=l

the mean-square value of n(t) is

N

2 -n2(t) = (a_ cos 2 o_,t + b_ sin e to,t),

)1=1

N

= 2 W(fn)af,

where

(6)

fo _
---> w(f)df = K, (7)

fn = nAf ,

_n = 2_fn,

K = the dispersion of n(t).

Eq. (5) can now be given by

hr

n(t) = E Cn cos (_ont - an),
7t=1

C 2 ._ 2W(fn)Af,

On =- the independent random phase angle.

where

3. Statistics of Signal-Plus-Noise

It can be assumed, without destroying its probability

characteristics, that the signal e can also be expressed in

terms of a sinusoidal function with an angular frequency

of p and a maximum amplitude of P; i.e.,

e -- P cos pt. (8)

The amplitude of the signal-plus-noise E is the algebraic

sum of the signal and noise.

E -- Pcospt + N(t),

where

N

E_ = _Cncos [(_n--p)t -- 0n],
n=l

N

E_ = _Cnsin [(_n-p)t-- 0n],
n=l

(9)

(10)

(11)

N -- E_ cos pt - E_ sin pt,

_2=E--2 = e_ =K.

The probability density of E can be obtained by the use

of the Laplace-Liapounoff Theorem, having the form of

_y2
(2_K) -v" exp [--(_-gP)_-I ; (2_K)-V" exp (--_--)

x=P+E= Ecos0 ,

where

(12)

(13)y= E, =Esin0 .

The probability density p(E) is then given by

E1 ]p(E) =_ exp - (E _ + P_- - 2EP cos O) dO ,

(14)

(-- K exp _-_ -jlo ,

or

p(x,z)_-_xexp(--_2)exp(--Z)Io.[(2z)V_'x] ,

(15)

where Io [(2z)V_'x] is the Bessel function of zero order,
imaginary argument, and x and z are variables normalized

to the rms noise scale, with x -- E/K v_ and z = P2/2K.
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Fig. 1. Probability density of signal-plus-noise

Fig. 1 shows the numerical values of p(x, z) as a function of

x, with z as the parameter. As can be seen on Fig. 1, the

curves have the form of a gaussian distribution for z > 4.

The locus of the peaks of these curves approaches (2rr) -v2

asymptotically. The curves for z > 4 have the approximate

shape of the curve for z = 4, and the peaks of these curves

occur at intervals of approximately (1+2z) v2. Therefore,

the probability density of the signal-plus-noise can be

approximated by a gaussian distribution when assuming
z>4.

--Xzp(x>=
4. Probability of Noise and Signal-Plus-Noise

Exceeding the Threshold

The probability pn that a noise pulse will exceed the

threshold is a function of the probability density of the

noise, or

p,, = (2_-) -'/= exp dx , (16)

where _ = V#V, is the normalized threshold level, with

Vb = the peak threshold voltage and Vn = the rms noise

voltage. The probability p, that the signal-plus-noise
exceeds the threshold is

//p, = (2,0 -'/= exp dx , (17)

where fl = VffVn is the normalized signal level, with

Vp = the peak signal voltage and V_ --- the rms noise

voltage.

The probability that the system detects the presence of

the planet during the detection time Ta can now be deter-
mined. The detection time T_ is a function of the detection

characteristics of the system. If there are m signal pulses

in the detection time Td, the probability that at least

one signal pulse exceeds the threshold is

p = 1 - (1 - p.,)-. (18)

If there are n noise pulses in the false alarm time T I, with

T s as a function of the system characteristics, the proba-

bility po that the threshold is not exceeded in T I can be

determined by

po = (1 - p,)" . (19)

5. Relation of Detection Range to the

Probability of Signal-Plus-Noise

Exceeding the Threshold

The solution to the problem of determining the maxi-

mum range at which the system can detect the planet

requires a detailed analysis of the spectral radiance prop-

erties of the planet, the characteristics of the radiation-

gathering subsystem, and the response of the radiation

detector. The output voltage of the detector as a function

of the various parameters can be determined by

v, = E,@(_) ST Kin(x)_'[_:
r2A2 _(x)dx ,

&

where

_(_) =

S =

T=

voltage output of the detector;

monochromatic energy flux at A = 0.55tz,

corresponding to visual albedos

a = 0 deg,-/= 1, a = 1;

phase angle (Sun-planet-system angle);

phase function;

aperture area of the optics;

K,_(X) =

m

r =

(20)

transmission efficiency of the optics;

responsivity of the detector at the incident

energy wavelength where K is maximum;

mean distance from planet to Sun in

astronomical units;

distance from planet to the system in
astronomical units;
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Xx,M = cutoff wavelengths of the radiation-

gathering subsystem; and

_(x) = radiation-collection efficiency of the system.

The quantity _/(X), as a function of the relative spectral

radiance of the planet and the radiation-collection charac-

teristics of the detector, has been derived and can be

found in Ref. 3. The detection range is, therefore, given by

• V, n(x)dx '

and the signal-to-noise ratio S/N at the range of r is

s _ G _ _4(_) sr K,_(x) _(x)dx. (21)
N V, r2 • A 2 • V_

J Xl

The detection range can be normalized by defining ro as

the range at which S/N = 1, and the range r, as related

to to, is

v,Vn"

The relation of the detection range to the probability

that signal-plus-noise exceeds the threshold according to

Eq. (17) is given by

p, = (2_) -vg exp dx . (22)

Y_ (,oY
- \71

6. Numerical Evaluation of the Range

Equations

The probability pn that a noise pulse will exceed the

threshold in Eq. (16) was calculated, and the numerical

values of p_ as a function of the threshold y are shown

on Fig. 2. The criterion for choosing a proper threshold

is the tolerable false alarm rate of the system, i.e., the

statistical number of times the noise voltage passes

through the value of the threshold voltage in a given

period of time. By selecting a value for po, P_ can be
calculated by Eq. (19) together with the known number

of noise pulses n. The threshold 3' can then be obtained

through the use of Fig. 2. For instance, by assuming

po = 0.8 and n = 40, the threshold 3' is determined to

be 2.68. Assuming p0--0.8 implies that, statistically,

80% of the noise pulses will not exceed the threshold.

It can be shown that the value of po can be greatly in-
creased through the use of a filter network and noise

discrimination logic circuitry.
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Fig. 2. Probability of noise exceeding the threshold
as a function of normalized threshold level
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Fig. 3. Probability of planet detection as a function
of normalized detection range

1.4

Fig. 3 presents the curves of the planet-detection prob-

ability p as a function of the normalized detection range

r/ro, with n as the parameter. These curves were generated

by assuming p0 -- 0.8 and m = 1.

7. Technique and Implementation of
Threshold Discrimination

An optical system coupled to a detector is used .to

gather the radiation and convert it to an electrical signal

for planet detection. The output from the detector is

modulated at 24 eps by a photomodulator before ampli-

fication. A filter and Schmitt trigger were selected for

threshold discrimination. These networks, together with

the noise discrimination logic, are shown on Fig. 4. A

potentiometer R3 is incorporated for the adjustment of

the trigger threshold level. It can be shown that the filter

has the following characteristics:

e'-'L=[(l +r_)+ j(,orl + 1 lz')]-ie_,, _r3 (23)

where

eo _ ratio of output to input,
ei.

rx = CAR1,

c.z ,l-a. + Ca, (1-¢)]
rz = Rz + 4R3(1-¢) +Zql '

_ C1Zq_[R2 + CR_ (1--,/,)]

T3 -- R 2 "JI- (DR 3 (1 -- 4) + Zq I '

AhR_I + RT(1 + Ah + hre + hie) + RrRL1 ho,
Zq_ = l + h,e + (R_ + RL_) ho,

+ [Ah (1 + hre) -- hre (hfe - h,e)]/hoe (24)
1 + hr_ + (R7 + RL_) hoe

Ah = hie hoe -- h,e hie ,

Zq2R4R8 + R_Rs (Zq2 + Rs)
a_ -- R, (Z_ + n_) + Z_R_ + R6 (Z_ + as) "

¢25_

The quantity Zqz is the input impedance of the Schmitt

trigger and is related to the circuit components, the

input impedance Zq2 of transistor Q2, and the h-parameters
o£ the transistor by Eq. (24). The upper and lower 8-db

frequencies fa and f2 of the network can be determined

from Eq. (23) by letting [eo/e_, I equal 0.707 of its value

at mid-frequency, i.e.,

0.707 r3
leo/e .l -

T1 -_- T3

Thus,

)C1, _2 ----
41rT1

Fz-_-(] 4- TI_Y -- 4_-, (--1 -- ---1'_I 1/2

47rT 1

_f : ]:_ - [2 : bandwidth of the filter.

(26)

The quantity Lx[ : 120 cps can be obtained by Eq. (26)
with the numerical values of the various parameters as

shown in Fig. 4 and with hie = 1800 ohms, hoe = 100

_mhos, hfe : 15, h_e = 2.68 X 10 -_.

The input level V_, at which the Schmitt circuit re-

sponds can be determined by Eq. (27) to be

V e(1 + (Rs - R, -- R6)R7
Vin = asZq2 (a4 (as + Zq2) -[-vbel '

(27)
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Fig. 4. Threshold and noise discrimination circuit

where

As -- ( hye -- h_e) -- Rr hoe
1 + hre + (R7 + RL2) hoe '

RL2 -- RsR9
R_ + R9 '

Vbel = base-to-emitter voltage of transistor Q1.

The quantity Zq2, the input impedance of transistor Q2

as a function of the circuit components and the h-

parameters of transistor Q2, can be obtained by the use

of Eq. (24), with the substitution of RL2 for RL1 on the

right-hand side. The proper threshold level is set by

adjusting potentiometer R3 such that the DC biasing

level plus noise is less than Vin, a condition at which the

noise evokes no response from the circuit. The DC bias-

ing level can be determined by the following equation:

---V,. -- r (V.), (28)

where EDc is the biasing level, 7 is the normalized thresh-

old level as defined in Eq. (16), and Vn is the noise

level at the filter input. The quantity V_, -- 1.31 v can be

calculated by Eq. (27) for hie = 1800 ohms, hoe -- 100

_mhos, hie = 15, h_e = 2.68 × 10-', and Vbe 1 = 0.5 V.

This calculated value compared favorably with the meas-
ured value of 1.27 v for the actual circuit.
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The noise discrimination logic consists of a number of

flip-flops and gates. A signal from the oscillator having

the same frequency as, and in phase with, the modu-

lated signal is frequency-divided by 8 through the use

of flip-flops L, M, and N. This frequency-divided signal

is used to control the sampling period with the frequency

of 3 cps ([ = 24/8 ). Flip-flops X and W are used to count

the number of pulses passing through the Schmitt trigger

during each sampling period. If 8 or more pulses are

gated per period, flip-flop C changes its state to indicate

a planet acquisition. If less than 8 pulses are gated, flip-

flops X and W are reset by the reset pulse from Gate 4

at the end of each period, and the gating resumes in the

next period. The detection time Ta and the false alarm

time T_ are therefore equal to the sampling period; i.e.,

Ta = TI = 1/f = 0.333 sec.

It should be noted that, in order to obtain an acquisi-

tion signal, the detector must receive incident energy

throughout a complete sampling period. The number of

signal pulses per detection time is therefore equal to 1.

Because of the filtering action prior to threshold discrim-

ination, the noise bandwidth has been reduced to 120 cps.

The number of noise pulses per false alarm time is there-

fore equal to 40 (n = a[" TI).

8. Planet-Acquisition-Range Prediction

The planet is considered to be acquired when a planet-

acquisition signal from the threshold discrimination cir-

cuitry is obtained. Data presented in Fig. 4 can now be

used for the acquisition-range prediction. The numerical

value of the range at which the normalized range equals

1 can be determined from the operating conditions of the

system (i.e., the planet-to-system distance at which S/N

at the input of the threshold stage equals 1). Fig. 5 shows

the probability of acquiring the planet as a function of

the acquisition range, with m = 1 and n = 40. Since the

responsivity of the detector and the circuit noise are

functions of the operating temperature, the acquisition-

range curves at the various operating temperatures are

also shown in Fig. 5.
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Fig. 5. Probability of planet acquisition as a function

of acquisition range

9. Conclusion

Expressions were obtained for application to the prob-

lem of predicting the planet-acquisition range. Numerical

values of the acquisition range as a function of the

acquisition probability were also evaluated for a particu-

lar system. As seen in Fig. 5, the system is theoretically

capable of acquiring the planet at a distance < 60,000

km, with the probability of acquisition exceeding 92%

over the temperature range of 75 to -40°C. The system,

when operating under these conditions, requires a thresh-

old level of 2.68. This threshold setting can be accom-

plished by the adjustment of potentiometer R3 of the

threshold discrimination circuit so that the DC biasing

level at the input of the Schmitt trigger has the following

relationship:

EI_ = (1.81 - 2.68 Vn) v.

The value of 1.31 v is the triggering level of the Schmitt
circuit, 2.68 is the normalized threshold level, and Vn is

the long-term noise level at the filter input.
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XVl. Chemistry

A. A Volatile Oxychloride of
Molybdenum(V): Mo2OCI8

O. J. Kleinot

During purification of molybdenum pentachloride,

MoC15, by sublimation in vacuum, green crystals sublime

ahead of the black crystals comprising the remainder.

This observation was simultaneously made by the author

and by G. L. Juvinall at JPL, who purified a sample

containing a larger proportion of the green substance.

The pentachloride was required for alkoxylation and

alkylation studies. Conflicting literature data on MoCI_

necessitated a reinvestigation.

Molybdenum pentachloride (Alfa Inorganics) with a

greenish-black appearance was carefully heated in an
evacuated system. At about 68°C, a small quantity of

volatile green compound was driven from the cylindrical
retort into a receiver. The pure-black remainder was

resublimed, transferred to a flask, and stored in a dry

box under nitrogen. Analysis showed that the shiny black

crystals were MoC15 (found: C1 63.82%, required: C1

64.88%; Mo:C1 = 1:4.94).

Molybdenum pentachloride (Chemical Procurement

Laboratories) containing visible green crystals was sim-

ilarly treated, using a receiver tube with side arms which

could be sealed off for ampules. Following the appear-

ance of a tiny reddish impurity, the green substance
sublimes slowly, even at room temperature, to sites cooled

with liquid nitrogen. Stronger heating of the black resi-

due produces more green substance. Heating a closed

glass vessel of small volume to 200°C in an oven produced

larger quantities. The black residue was less volatile

than MoC15 in the first experiment.

The green substance melts sharply at 101.5°C, form-

ing a green liquid. The vapor is red-brown, like that of

MoC15 or MoOC13. Ampules containing remelted slugs

tend to crack when warmed by hand. It is possible,

however, to sublime the crystals without melting. On
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hydrolysis, a blue suspension of molybdenum(V)hydrox-

ide is obtained. In air the solid becomes superficially
blue and then slowly liquefies, forming a blue liquid.
This is in contrast to the behavior of MoCI_ and

MoOC13, which do not liquefy, but become reddish and

dissolve in water with a brown color. The analytical data

and the volatility point to a formula MoCL • MoOC13 or

Mo_OC18 (found: C1 57.60%, Mo 88.0%; required: C1

57.70%, Mo 89.03%).

Molybdenum pentachloride sublimes at 100 to 120°C

in vacuum. Molybdenum oxytrichloride, MoOC13, is re-

ported to be black, melting at 296°C and distilling at

280 to 300°C in vacuum (Ref. 1). The oxychlorides NbOCI._

and TaOC13 are less volatile than the respective penta-
chlorides.

The following explanation of our observations is of-

fered. Samples of pure MoCI_ will contain, after prolonged

contact with slowly entering air moisture, some Mo2OCI_,

MoCI_, and MoOCI:_. The latter may react at elevated

temperature with MoCI._ to form Mo2OCL. Thus, by

heating and sublimation, the pentachloride will be puri-

fied of MoOCI:_. In samples with predominance of
MoOCI:_, however, all MoC15 will be volatilized on heat-

ing as Mo_OCL, and the residue is MoOCI:_. This awaits

experimental confirmation. The chemistry of the new

volatile green oxychloride may be near that of an ideal

monomeric pentachloride. The structure is conceivably

chloro-bridged, or possibly CI:_MoO---_MoCI_ or
CI_MoOMoC14.

So Studies on the Reduction of
Tungsten Hexachloride:

III. Properties of
Tetrachlorohexaethoxo-

ditungsten(V)
O. J. Klejnot

Tetrachlorohexaethoxoditungsten(V), W2CI4(OC2Hs),;,

is a crystalline, diamagnetic, red substance which sep-

arates slowly at room temperature from ethanolic solu-

tions of the blue, paramagnetic diethoxytungsten(V)-

trichloride WCI:_(OC_H:,)., (Ref. 2). The reaction appears

to stop after about 70 hr, at which time the concentration

of hydrogen chloride reaches a value of 0.3M. The color

of the reaction solution changes from blue to green and

red. After evaporation of the solution in vacuum to dry-

ness, the sequence is repeated in fresh ethanol and a new

quantity of red precipitate is obtained. However, after
several precipitations, the green color persists, and neither

the red substance nor hydrogen chloride can be isolated.

The total yield of red crystals reaches 4 to 15%. The

remaining reaction solution contains both pentavalent
and tetravalent tungsten. This follows from the result of

hydrolysis with a slight excess of water. The voluminous

blue-green precipitate which forms is washed with dry

acetone. Pure-blue tungsten(V)hydroxide is obtained as

the insoluble part, whereas the green filtrate contains

tetravalent tungsten. In contact with air, tungsten(V)-

hydroxide is slowly precipitated, and, upon dilution with

water, black tungsten (IV)hydroxide is precipitated. Thus,

reduction of tungsten hexachloride to the tetravalent

state of tungsten by ethanol occurs not only under basic

conditions (Ref. 3), but also under acidic to neutral con-
ditions.

The properties of tetrachlorohexaethoxoditungsten(V),

(I), are vastly different from those of other alkoxy-

chlorides of pentavalent tungsten. Formally a dimer of

WCI.,(OC.,H._):_, it should have a chloro-bridged structure

on the basis of the stability toward air, water, and acid.

Recently, the dipole moment was measured by Dr. H.

N6th, University of Munich, Germany. The observed

dipole moment of (I), corrected for polarization, is 1.85

Debye units. This value, combined with the knowledge

of the composition, molecular weight, and nuclear mag-

netic resonance (NMR) data, provides enough evidence

to reduce the problem to two possible chloro-bridged

structures. The NMR data, obtained by Dr. S. L. Manatt

of JPL, demand two kinds of ethoxyl ligands in a ratio

of 4:2. The ligands are assumed to be arranged octa-

hedrally about each tungsten atom, with both octahedra

sharing a common edge. This symmetry alone is com-

patible with the properties of (I).

Hypothetical bridging by ethoxyls would allow 22

structures (16 isomers, since six of the structures form

enantiomorphic pairs). Only two isomers agree with the
NMR data, but these have no dipole moment.

Bridging by chloro-ligands allows 10 structures (8

isomers, since two structures form enantiomorphic pairs).
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While four isomers satisfy the NMR data, only two pos-

sess a dipole moment (see illustration below). Structure B

is considered correct because of good agreement between

calculated and observed dipole moments and a pre-
ferable mechanism of formation.

/+;+:
•-.--...-.x..-Cl._.._..r...._ cl----.T_cl___..r._cl

I I I I
A B

The reaction of (I) with sodium ethoxide in ethanol

was studied using two, four, and six moles of base per

mole of (I). The heterogeneous reaction proceeds at
room temperature with precipitation of sodium chloride.

With six moles of base, a blue solution is obtained and

all chlorine is precipitated. With four moles of base, the
blue color changes to red and half of the chlorine is

precipitated. With less base, a corresponding quantity
of (I) remains unaffected. Evaporation of red solutions

in vacuum rendered a deep-brown substance which is
soluble in acetone and carbon tetrachloride and which

decomposes rapidly in air. Blue solutions became green

overnight. The green substance is soluble in CC14 and is

diamagnetic; the spectra point to a polymeric chain

structure with ethoxyl bridging, since they are very com-

plex. [The NMR and EPR (electron paramagnetic reso-

nance) spectra were obtained by Drs. S. L. Manatt and

J. M. Flournoy of JPL.] The atmosphere was excluded

at all times. The green solution in CC14 slowly turned

brown on standing and finally solidified.

The formal equations for dissolution of (I) in base are:

W..,C14(OC_H_), + 4NaOC:H_ _ 2NaCI

+ Na2W_CI_(OC2H_)lo red (II) (1)

W2CI,(OC2Hs), + 6NaOC,H5 _ 4NaC1

÷ 2NaW(OC2H_)_ blue (III) (2)

The molecular size of the red and blue complexes, (II)

and (III), is not known. Obviously, the blue complex (III)

reacts with (I), forming the red complex (II). The possibility

of using more base to form a monomeric Na:_W(OC2Hs)8,

which would be analogous to the known octacyano com-

plex, was not explored.

C. A Description of the Signs and
Magnitudes of Geminal Nuclear-
Magnetic-Resonance Couplings

in Terms of the Bonding
Orbital s Character

S. L. Manatt

As of now, no single theoretical treatment of geminal

proton-proton couplings has led to satisfactory predic-

tions for the magnitudes and signs of the geminal cou-

plings, especially in the presence of adjacent _-electron

centers and/or other substituents and on going from sp 3

carbon orbitals to sp "2carbon orbitals in the methylene

fragment. In this discussion, we present some rules

which, at this point, although lacking an exact quantita-

tive formulation, appear to go a considerable way towards

a qualitative description of the geminal coupling. These

rules not only apply to the proton-proton case, but also
to the proton-X case. This model is based on the amount

of s orbital character of the bonding orbitals in the

H-C-X fragment. The relationship between the magni-

tude of H-C-X geminal couplings and the orbital s char-

acter has previously been discussed (Refs. 4-9) for

several specific H-C-X fragments, but no generalizations

regarding the relationship between s character and the

absolute signs of the geminal coupling constants were
made.

The theoretical attempts to calculate the value of

geminal proton-proton couplings have predicted that

this coupling should be positive (Refs. 10 and 11) for an

H-C-H fragment where the carbon bonding orbitals are

sp 3. More recent experimental results have shown that

this coupling has a different sign than the directly

bonded 13C-H coupling (Ref. 12). It has been argued

that the calculation of the 13C-H coupling is much more

straightforward than calculations of the magnitudes and

signs of geminal and vicinal proton-proton couplings, so

the calculated positive sign for this coupling between

directly bonded atoms is meaningful (Refs. 13-15). If the

sign of the direct dipole-dipole coupling in orientated
molecules can be taken as that calculated from first

principles, recent nuclear-magnetic-resonance electric-

field experiments (Ref. 16) support the contention that

the _'_C-H coupling is positive. Thus, the geminal proton-

proton coupling in an aliphatie H-C-H fragment is

negative.

In the case of the geminal coupling, the disagreement

between theory and experiment has been discussed in
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terms of the magnitudes of certain empirical exchange

integrals between the atoms involved (Refs. 14 and 15).

Near-cancellation of terms apparently results in the ob-

served inversion of the sign of the gemina] coupling from

approximately -12.5 cps for an H-C-H fragment with

carbon sp 3 hybridized to approximately +2.5 cps for an

H-C-H fragment with carbon sp 2 hybridized. One fea-

ture of the geminal coupling, the negative contribution

arising from adjacent carbon r-electron centers, appears

to be correctly predicted by an empirical theoretical

treatment based on the _ exchange terms, as measured

by experimental electron-paramagnetic-resonance hyper-

fine constants (Ref. 15).

All the available data on magnitudes and absolute

signs of the H-C-X geminal nuclear spin-spin couplings

without exception can be qualitatively described by the
following four rules:

(1) In an H-C-X fragment, the geminal coupling will

become more positive (or less negative) as the s

character of the carbon bonding orbitals to H and
X increases.

(2) In an H-C-X fragment, the gemina] coupling will

become less positive (or more negative) as the s

character of the X atom bonding orbitals to carbon
increases.

(3) A _-electron orbital on the X atom or adjacent to

the H-C-X fragment gives a significant negative

contribution to the H-C-X coupling unless the

H-C-X plane lies close to the nodal plane of the
_r-orbita].

(4) If X is 19F, the positive contribution to the geminal

coupling predominates, but Rules 1 through 3 still

are obeyed.

These rules are based on available data on the magni-

tudes and relative signs of geminal couplings of the
1H-C-X type, where X is 1H, 14 or 15N, 19F, 29Si' 3xp,

1_7or _,gSn ' _99Hg ' and 2°Tpb. Most of these data are in the

literature (e.g., Refs. 4-15, 17-28), but some are from un-

published results on the signs and magnitudes of certain

H-C-H, _3C-C-H, 14N-C-H, and 31P-C-H couplings.
These latter data will be discussed in detail at a later date.

In the application of the rules presented here for the

description of changes in geminal coupling with variation

in structure, it is useful to estimate the changes of the

s character of bonding orbitals by invoking the arguments

on isovalent hybridization recently presented by Bent

(Ref. 29). Estimates of s character can also be obtained

by measurement of the directly bonded H-X coupling
constant in suitable series of molecules. The _3C-H

coupling is the most well-investigated for this purpose

(e.g., Refs. 30--82).

De Correction for the Finite Cooling
Rate in Chemical Shock Tube

Studies

E. Tschuikow-Roux and J. E. Marfe

The utility of the chemical shock tube (Refs. 33 and

34) as a tool for kinetic studies depends to a large mea-

sure on the production and control of a high-temperature

pulse (i.e., the reaction temperature) and the production
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of a sufficiently high cooling rate to suddenly "freeze"
the chemical reaction. The reaction is studied in the

reflected shock region, and cooling is achieved through

a strong rarefaction wave propagating into the region of

the heated gas (Fig. 1). Initial cooling rates on the order

of approximately 5 >< 105 °K/sec have been reported in

the literature (Refs. 34 and 35). This value is substanti-

ated by results obtained with our own shock tube (Fig.

2; see also Ref. 36). Since the reaction rate is propor-

tional to exp(-E/RT), reactions with high activation

energies (_-_ 100 kcal) and reaction times on the order of

a few msec are quenched very effectively. However, for

reactions involving shorter reaction times and lower acti-

vation energies (_ 60 kcal), or for reactions at sufficiently

elevated temperatures, the cooling rate will be inadequate,

and a substantial amount of reaction will occur during

the cooling phase. Thus, rate constants calculated from

product analysis must be corrected for the contribution
caused by this finite cooling rate. Bauer and coworkers

(Ref. 87) have employed a graphical method to estimate
the loss of reactant during the cooling process. Such a

method, however, is quite cumbersome when applied to

a large body of experimental data. We shall derive a

general expression for the corrected rate constant. This
correction is based on the experimental observation that

the initial pressure drop is linear with time, as illustrated

in Fig. 3. The time dependence of the pressure, tempera-

ture, and rate constant is shown schematically in Fig. 4.

llJl I_II II[I II[I'-IIII IIII I_I

-: 200_,,_-.

Fig. 3. Oscilloscope record of the wave history near the

end plate of a chemical shock tube
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We will consider a first-order reaction since the chem-

ical shock tube has been particularly useful in the study

of such reactions; however, an extension to bimolecular

reactions is straightforward. The rate of disappearance of

the reactant N during the cooling process is given by

dN(t) _ k(t) N(t) (1)
dt

where the rate constant k(t) is simply

k(t) = AexPr-E/RT(t)] sec-'. (2)

The pre-exponential factor A is only very weakly

temperature-dependent and, as is customary, is treated

as a constant. Introducing Eq. (2) into Eq. (1) and inte-

grating, we obtain

N 1 /_ t .j

]n _ -- A J exPr-E/RT(t)] dt,
- tl

(3)

where N, is the number of moles of reactant existing at

the start of the cooling process (denoted by t_), and N=

is the number of moles at t_ (when the reaction rate has

decreased to some arbitrary value, say 1% of its high-

temperature value).

Experimentally, we find the decrease in pressure di-

rectly proportional to time; thus,

P(t) = e5 + (t - t,) (dP/dt), (4)

where (dP/dt) is a constant obtained from the slope in

Fig. 3. Since the expansion is isentropic and, hence,

reversibly adiabatic, we have the relationship

P(t) --
\--ZC]

(5)

where y is the specific heat ratio Cp/C,,. Differentiating

Eq. (5) with respect to time and setting T(t) = T_, we

obtain the initial cooling rate, a negative quantity:

m _

Y

where b = (1/e_) (dP/dt).

From Eqs. (4) and (5), we also have the temperature--

time dependence:

T(t) = T5 [1 + b(t-tl)] (_-')/'f (7)

We now define

AT _ T,_-- T(t)

T5 T5 '

= i -- [i q- b(t-ti)] (_-')/_ ,

(-/- 1) b 2
(_/--1)7 b(t-t_) + v_ 2! (t-t_)2 .... '

m (t-t_) + 1 m 2 (t--t_) _
T_ (7--1) 7'_ 2!

m

_. -- _ t--t1). (8)
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Furthermore, solving Eq. (8) for 1/T(t) in terms of ±T,
we obtain

1 1

11 1T_ 1+-_ +\ T,_] +"" '

(9)

Neglecting the higher-order terms in Eqs. (8) and (9) is
justified since ±T < T_. For example, ±T/T_ _ 0.2 when

T5 = 1500°K, E = 60 kcal/mole, and we let the rate

constant decrease to 10 -_ of its value at T_. Thus, in

Eq. (9) the quadratic term contributes only 4%. Again,

with _T/T5 = 0.2, -/ = 5/8, and m_ -5 X 10 _ °K/sec,

we find from the exact form of Eq. (8) that (t- t,)

5 X 10 -3 sec; thus, the second term of the expanded
form of Eq. (9) is about 10 times smaller than the first

and, hence, to a first approximation may be neglected.

before any chemical reaction takes place) by adding the
term In(N2/No) to both sides of Eq. (10); thus,

In N_,_= lnN_ -- k._E. (12)

Since, for a first-order reaction,

ln(N1/No) = - kst,

ln(X#No) = - k'dl

(where k5 and k_ are the true and the uncorrected

rate constants, respectively), it follows that

1

k_,- (1 - E/t,)k". (13)

From Eqs. (11) and (lg) it is seen that the cooling cor-

rection is directly proportional to the square of the tem-

perature and inversely proportional to the cooling rate m

and the reaction dwell time at constant temperature tl.

Further, it should be noted that, as a consequence of

Eq. (9), to a first approximation the cooling correction is

independent of the thermodynamic parameter _.

Introducing Eqs. (8) and (9) into Eq. (3) and integrat-

ing, we obtain the relative loss of reactant during the

cooling process:

t._7 i v r- _ nl

ln =AJ expl L1- at,
t I

R T_
= -- A --E-----_- exp (-E/RT,,,)

RT5 T_ '

(10)

where now aT' = T_. -- T(t._), k_ is the true rate constant

[k_ = A exp (--E/RT_,)I at the temperature T._, and we
have set

ex ; ,11,= -E m RT5 T5 "

In Eq. (10) the quantity N1 is unknown since only N._

can be determined from product analysis. However, we

can relate N_ to No (the initial number of moles at t = 0

E.The Detection of Microorganisms
in Soil by Their Catalatic Activity

H. Weetall, N. Weliky, and S. Vango

The possibility of detecting life on other planets has

recently come closer to being a reality. The success of

the Mariner 2 spacecraft has initiated an era of planetary
exploration. Those of us concerned with the exploration

of the solar system are extremely interested in various

methods for detecting extraterrestrial life. In this dis-

cussion we present a method for detecting the presence

of microorganisms in soil which is rapid and simple and

requires no extractions or separations. The possibility of
this method as a technique for the detection of extra-
terrestrial life is examined.

Catalase is an enzyme which catalyzes the decomposi-

tion of hydrogen peroxide to water and oxygen.

2H_O_ _ 2H_O + O_

It is found universally among plants and higher ani-

mals and is present in most algae and fungi. The enzyme
is also found in all aerobic bacteria and most facultative

anaerobic bacteria, but is absent in obligate anaerobic
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bacteria. The quantity of heme found in microorganisms 
ranges from 0.1 to 1.0 mpmoles/mg of dry weight (Ref. 
38): up to 10% of this can be catalase. In some organ- 
isms such as Micrococcus lysodeckticus, the catalase 
present is as high as 100 mg/g of dried organisms. 

Bacterial catalase has a molecular weight of 232,000 
(Ref. 39). It requires no cofactors or activators and has 
no pH optimum between pH 3 and pH 9. The enzyme’s 
kinetic properties are unaffected by temperature changes 
between 4 and 25°C (Ref. 40). 

I .  Methods and Materials 

The detection of catalase is one method of testing for 
the presence of most soil microorganisms. The require- 
ments for such a technique are: (1) a homogeneous soil 
sample, (2) a method for releasing the enzymes from 
organisms into the surrounding medium, and (3) a method 
for assaying the catalase without having to extract or 
separate it from the other components of a soil. 

The requirement for a homogeneous sample has been 
met by grinding the soils with a mortar and pestle. In 
this way, any large clumps of material are evenly dis- 
persed throughout the sample. The second requirement 
is most easily met by lysing the bacterial cells present in 
the soil, i.e., rupturing the cell walls, thus permitting the 
contents to disperse throughout the solution. This can be 
partially accomplished by the addition of the enzyme 
muramidase (lysozyme). The enzyme hydrolyzes muramic 
acid, a component of the cell wall of many bacteria and 
algae. However, it will not lyse all species of bacteria 
and algae. 

The first experiments were carried out in the simple 
apparatus shown in Fig. 5. No quantitative measurements 
were made: results were noted as either positive or neg- 
ative. Equal weights of soil samples were placed in the 
bottom of each tube. Buffer was added to the control side 
and lysozyme in buffer to the other side. After allowing 
20 min for the lysozyme to react, the hydrogen peroxide 
previously placed in each of the upper reagent vessels 
was dumped into the test tubes. If the lysozyme released 
any catalase, the oxygen produced from the hydrogen 
peroxide would increase the pressure on that side, caus- 
ing the liquid in the U-tube to move. The success of 
these early experiments prompted the construction of a 
more sensitive differential manometer from which pres- 
sures could be read. These experiments were carried out 

Fig. 5. Prototype of differential manometer 

at a constant temperature of 20°C in a Warburg ap- 
paratus (a shaker in a constant-temperature water bath). 

In each of two Warburg flasks was placed 1 g of soil. 
To the test flask were added 2 ml of buffered lysozyme 
solution (1 mg/ml), and 1 ml of hydrogen peroxide solu- 
tion (final concentration, 0.06M). To the control flask 
were added 2 ml of 0.2M phosphate, pH 5.85, buffered 
saline, and 1 ml of buffered hydrogen peroxide solution 
(final concentration, 0.06M). The peroxide solution was 
added after a 20-min equilibration period. In some cases, 
1 ml of enzyme solution was substituted for the 1 g of 
soil in the test flask, and an additional ml of buffer was 
added instead of soil to the control flask. Several control 
experiments were run to test for any catalatic activity of 
the lysozyme alone. 

2. Results and Discussion 

The first series of experiments was made to determine 
the smallest quantity of enzyme detectable in our ap- 
paratus. Various concentrations of the enzyme were 
tested. The results show that moles of enzyme are 
detectable (Fig. sa), producing 9 p1 of oxygen in 40 min 
No attempt was made to test for smaller amounts of 
enzyme. Taking into account the amount of catalase 
expected per microorganism, it would appear that, with 
virtually no refinements, this method can detect lo3 
to lo4 microorganisms in a relatively short time. Further 
refinements could greatly increase the sensitivity. 

1 1 6  
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The next series of tests was on soils. Four soils were

chosen: one, a common garden soil containing 106 organ-

isms or more /g; and the other three, desert soils con-

taining 10 3 to 106 organisms/g (Table 1). Catalase was

Table 1. Quantities of microorganisms present in
soils tested a

Location
Soil

found

2-1 Colorado

Desert

54-1 Colorado

Desert

206 Lake Mead

Concentration of microorganisms

in soil, organisms/g

Aerobes Facultative I Anaerobes Algae
anaerobes

10 4 10 s 4 X 10 5 10 s

9.8 X 10 3 10 s 1.5 X 10 3 --

1 O2 I De -- --

=The desert soils and the bacterial counts associated with them were obtained

from Dr. R. E. Cameron, F. A. Morelll, and G. Blank of JPL.

detectable in all the soils tested (Fig. 6b). The poorest

produced as much as 9 _1 of oxygen.

It is impossible to tell at this time how many organisms

in the soil samples are lysed by the muramidase. There

are other methods of lysing organisms which may make

even more catalase available; these include freezing and

thawing, and grinding with glass and detergents. These

alternate methods will be investigated. The enzyme

muramidase was chosen for this series of experiments

because it is a simple rapid method for rupturing bac-

terial cell walls and was found to work reasonably well.

The manometric method for detecting oxygen is not

the most sensitive. Smaller quantities of oxygen can be

detected by pressure transducers, quenching of fluores-

cence, and the luciferase--luciferin reaction which re-

quires oxygen for luminescence. With an improved

technique for lysing organisms and a more sensitive
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method of detecting oxygen, one lysed organism should
be detectable.

We have demonstrated a rapid, relatively simple, sensi-

tive method for detecting microorganisms in soil. The

technique should be applicable to the detection of any

enzyme which produces a gas such as carbon dioxide or

oxygen. The amino acid decarboxylases might be detect-

able by this technique. The experiment should be rela-

tively easy to instrument as a life-detection device.

There are shortcomings with this method for life de-

tection as with other experiments. Some of these are:

(1) This experiment is designed to detect a specific

enzyme which may be absent in extraterrestrial

organisms. This objection applies to any experi-
ment for the detection of a cell component.

(2) Muramidase does not lyse the walls of all varieties
of bacteria. The extent to which this is true is not

known. A less specific method may be advan-

tageous. On the other hand, if the experiment were
successful, an additional proof of the presence of

(3)

cells would be available. So far, all desert and

garden samples have tested positive.

Catalase is absent in all obligate anaerobic bac-

teria. These die in the presence of oxygen and,

thus, cannot tolerate any reaction that has oxygen

as a product. If the Martian atmosphere contains

little or no oxygen, it is possible, but not necessary,

that oxygen would be toxic to microorganisms

there. The obligate anaerobes utilize peroxidase to

decompose any hydrogen peroxide to water. It is

possible to detect peroxidase gasometricaUy by

making use of its ability to act like catalase in the

presence of, for example, dihydroxymaleic acid.

There is no information available which specifies what

form extraterrestrial life may have. Each detection

scheme based on composition has its disadvantages. The

gasometric determination of oxygen or carbon dioxide

catalyzed by the contents of cells whose walls have been

ruptured is a reasonable method for the detection of

biological activity, as we know it, where simplicity and

reliability of the detection are important.
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XVII. Fluid Physics

A. An Interpretation of the
Laminar-Wake Development

n_k_'.__l _. _1_.- hi_.-_
DI_IIlIlU U rlUl FIUII_

F. R. Homo

An extensive hot-wire investigation has been made by

Sato and Kuriki (Ref. 1) on the development of the

laminar wake behind a flat plate which is placed parallel

to the mean-flow direction. They demonstrated beyond

doubt that deviations from the steady-state solution ob-

tained by Goldstein (Ref. 2) are not the results of transi-

tion into turbulent flow, but are, in fact, due to the
nonlinear oscillation of the laminar wake and to the

formation of the Karman vortex street.

Sato and Kuriki suggest a process whereby the vor-

ticity first tends to concentrate in alternating signs on

the centerline, whereafter the concentrated vorticity

spreads laterally to form the Karman vortex street. Such

a notion seems to have been inferred from the hot-wire

observations that, on the centerline, the phase of the

fundamental in the u fluctuation changes by 180 deg and

the second-harmonic amplitude is a maximum. These

observations might be an indication of the vortex con-

centration, but they do not constitute sufficient condi-
tions. The same facts remain even after the Karman

vortex street is fully established, i.e., even when the

vorticity concentration is not located on the eenterline.

A preliminary visualization study of the fiat-plate wake

was made in water using the hydrogen-bubble technique.

Two sequential pictures, separated by approximately %

sec, are shown in Fig. 1, in which a white dot at the left

indicates the trailing edge of the flat plate. The hydrogen-

bubble lines were emitted at about 14 pps. These pic-
tures demonstrate that the essential feature of the

unstable wake, as observed at a fixed distance down-

stream from the trailing edge, is a two-dimensional

bodily oscillation perpendicular to the plane of symmetry.

Since the steady velocity-defect profile can be closely

approximated by a gaussian curve (Ref. 1), an instan-

taneous velocity-defect profile in the unstable oscillating

wake may be given by

I, ]U0 u _ exp --b-7- (y + a sin ct) 2Uo -- uc

(i)
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Fig. 1. Hydrogen-bubble patterns in the wake behind 
a flat plate 

in which Uo is the free-stream velocity; uc, the instan- 
taneous minimum velocity; u, the instantaneous velocity 
at a point (x, y); b(x), the width of the wake; and a@), 
the amplitude of the bodily oscillation. 

The mean centerline velocity U, will then be deter- 
mined by 

= exp (- a2/2b2) , uo - u, 
uo - uc 

in which u,/U,  is a function of x and may be taken from 
the Goldstein solution, b essentially remains constant, 
and a increases exponentially, such as a = a, exp (px), at 
the rate p already determined by the Sato-Kuriki experi- 
ment. However, the initial relative amplitude a,/b of the 
oscillation is unknown and is arbitrarily chosen to be 
0.015. It is shown by Curve A in Fig. 2 that the deviation 
of the centerline velocity from the Goldstein solution is 
quite well accounted for by this simple model. For the 
lower-velocity experiment, the initial boundary-layer 
thickness is larger through the factor (U0)-%, and the 

I .o I I I 
x = DISTANCE DOWNSTREAM FROM 

TRAILING EDGE OF 
THE PLATE 

I= LENGTH OF THE t PLATE 

s" 
s" 
\ 0.5 

0 SATO-KURIKI RESULTS, Uo'5 m/sec 

o SATO-KURIKI RESULTS, uo = IO m/sec 

0 I I I I 
0 0. I 0.2 0.3 

X / I  

Fig. 2. Normalized centerline velocity vs normalized 
distance downstream from plate 

amplification rate is accordingly smaller. If this is taken 
into account without further adjustment, agreement with 
the experimental results is equally good, as shown by 
Curve B in Fig. 2. 

The bodily oscillation results in velocity fluctuations 
at any point. By expanding the time-dependent part of 
the exponential function in Eq. (1) and retaining terms 
through second order, we obtain the following amplitude 
functions for the fundamental and the second-harmonic 
frequency components, respectively: 

a Y  
uo - u, b b  

u' = 2 -- exp (- yZ/bz), 

In spite of the extremely simplified model assumed in 
this analysis, good qualitative agreement was found with 
the experimental results obtained by Sato and Kuriki 
(Fig. 3). 

It is now clear that the phase reversal and the domi- 
nance of the second harmonic on the centerline are not 
necessarily due to the vorticity concentration, but can be, 
in fact, merely a reflection of the oscillation around the 
velocity minimum, As the wake oscillates with time, the 
velocity on one side of the wake increases, while that on 
the other side decreases, accounting for the 180-deg 
phase shift. The velocity on the centerline always in- 
creases regardless of which side the wake deviates 
toward, thus obtaining the double frequency. 
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a 

I 
( a )  FUNDAMENTAL 0 

Y / b  
Fig. 3. Distributions of the fundamental and second 

harmonic 

Further analysis shows that the vorticity fluctuation 
itself is indeed largest on the centerline, but that the 
second harmonic of the vorticity fluctuation is zero there. 
Therefore, the vorticity concentration is not likely to 
occur on the centerline. A limited experimental observa- 
tion made in water indicates that the vorticity concentra- 
tion occurs away from the centerline and near the critical 
layer with a staggered configuration (Fig. 4) similar to 
any other vorticity concentration in an unsteady shear 
layer. Further re-orientation will follow so as to establish 
the Karman vortex street, The evidence thus supports the 
interpretation presented here over that of Ref. 1. 

An interesting extension of the present approach may 
be made to the axially symmetric laminar wake. If the 
wake is unstable within a reasonably short distance from 
the obstacle, the most unstable mode will be a helical 

Fig. 4. Formation of discrete vortices 

configuration (Ref. 3). In analogy to the preceding con- 
sideration, the velocity-defect field is assumed to be 

where the instantaneous center of the wake is given by 

yo = acoskx,  

zo = a sin kx . 
By substituting 

y = rcos6,  

z = r s in6 ,  

~ = @ - k x ,  

the velocity-defect field may be written as 

or 

u, - uz - 
uo - uc - exp (- az s') exp (7 cos T )  , (2) 

where 

7 = 2 (a/b)' ( r / u ) ,  

123 



JPL SPACE PROGRAMS SUMMARY NO. 37-28, VOL. IV

The assumed instantaneous velocity-defect field results

in the mean-velocity profile:

Uo - U

UO -- UC
-- 2 exp (-- a2,_2) i I1 (i ,_).

and the amplitude distribution of the fundamental of

the axial-velocity fluctuation:

u,_ - 2 exp (- a 272) i 11 (i 7).
Uo- Uc

When the velocity-defect field (Eq. 2) is substituted

into the continuity equation, a solution is obtained for

the radial and tangential velocity components:

Ur

Uo D Uc
-- -- ak sin r exp ( - a 2,72) exp (7 cos r),

u, - ak cos r exp (- a272) exp (7 cos r).
Uo- U_

The amplitude distributions of the fundamentals of the

two velocity components are, respectively:

u,1 - ak exp (- a2¢) [10 (i 7) + 12 (i 7)],Uo- U_

Utl -- ak exp (- ct272) [10 (i 7) - I2 (i 7)] ,Uo- Uc

and their DC components are:

UrlM3 -- 0

Uo- Uc

utoc _ akexp(_ao72) i]l(i7 )
Uo - U_

It is worth noting that this velocity field creates a

longitudinal vorticity field of a helical configuration:

_o, _ ( 1)exp(_a27_)exp(7cosr )k(Uo -- Uc) 7 cos r -- _

A typical vorticity field computed for a = b (a = 1/2) is

plotted in Fig. 5. This suggests that, as a result of the

helical instability of an originally axisymmetric laminar

wake, two counter-rotating helical vortices may be

formed. As the amplitude of the helical instability in-

creases, the instantaneous velocity profile will become

skewed, and, hence, the intensity and the relative orien-
tation of the two helical vortices will tend to be skewed

also. There are, however, no experimental results with

which these predictions may be compared.

O AXIS OF WAKE

• INSTANTANEOUS CENTER OF

VELOCITY-DEFECT FIELD

Fig. 5. Constant-vorticity lines in a helical velocity-
defect field

B. The Inviscid Stability of the
Compressible Laminar Bound-

ary Layer, Part III
L. M. Mack

The multiple solutions of the inviscid stability equa-

tion which were discovered in Ref. 4 and investigated
in Ref. 5 are discussed further here. In Ref. 5 the wave

numbers, a,,, of the neutral subsonic inviscid disturb-

ances were given as functions of the free-stream Mach

number M1. The first subscript, s, of cts, denotes that all

these wave numbers correspond to the phase velocity c,,

which is equal to the mean velocity at the point in the

boundary layer where the stability function Vo -- (u'/T)'

is zero. This point corresponds to the inflection point in

incompressible flow. The second subscript, n, refers to

the mode number. Amplified solutions for the higher

modes have now been computed for the adiabatic-wall

boundary layer, and the eigenvalues of these solutions

are given here for some representative Mach numbers.

The results are presented in the form of diagrams with

ct and the phase velocity cr plotted as functions of ci.

Damped solutions, which have also been computed, will
not be considered.

124



JPL SPACEPROGRAMSSUMMARYNO. 37-28, VOL. IV

Z

bJ
>
<_

0.40

_e:s,_E C ON D MODE

0.52

0.24 S

_U2(I)

016 _¢t;i

o: MOO

0.016 0.020 0.024

AMPLIFICATION FACTOR ci

0.028 0.032

Fig. 6. Eigenvalue diagrams at M_ = 3.8

The type of eigenvalue diagram found depends strongly

upon M1. The first type, for Mx = 3.8, is shown in Fig. 6
and is characteristic of the lower Mach numbers. The

phase velocities of the first mode lie between 1-(l/M1)

(neutral sonic disturbance) and c_ (neutral subsonic dis-

turbance). The corresponding wave numbers lie between

zero (neutral sonic disturbance) and 0tsl (neutral sub-
sonic disturbance). For the second mode, cr lies between

c_ and unity, and ct lies between ct_2 and a2(1) (the wave

number corresponding to c_---_l). The numerical value

of a2(1) cannot be computed directly because of the

singular nature o£ this solution, but it can be obtained

accurately by extrapolation since a varies linearly with cr
near cr--_ 1.

At Mr = 4.5 (not shown), the first change in the eigen-

value diagrams occurs. The slope of the cr versus c_ curve

for the second mode, which was positive near c_ = cs

(see Fig. 6), becomes negative. At M_--4.8 (Fig. 7),

there is a further development. The value of _(1), which

decreases with increasing Mach number, is now smaller
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J
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AMPLIFICATION FACTOR ci

Fig. 7. Eigenvalue diagrams at Mi = 4.8

than (]_,ql" This overlapping of the amplified solutions of

the first and second modes coincides with the merging

of the previously separate instability regions at finite

Reynolds numbers (Ref. 6) and may be taken as the

criterion for such a merger; i.e., if a2(1) > a_, there are

two separate neutral stability curves at finite Reynolds

numbers, and, if a_(1) < ct_l, there is only a single neutral

stability curve.

The next change in the eigenvalue diagrams occurs

at Mx = 6.2 (Fig. 8). The locus of first-mode amplified

solutions, which starts at the neutral sonic disturbance,
does not lead to the first-mode neutral subsonic disturb-

ance ca, a_,, but instead connects with the locus of

second-mode amplified solutions and has, for its second

end point, the second-mode neutral subsonic disturbance

c._, ct_2. The singular neutral solution--c_ = 1, a = _(1)--

is no longer reached by following the locus of second-

mode amplified solutions from cs, a,_, but instead by
following the locus of amplified solutions that starts at

the first-mode neutral solution cs, a_. Therefore, just as

a_ loses its importance, for M_ _ 4.8, as the limiting

value of the upper branch of the neutral-stability curve

for infinite Reynolds number, it also loses its importance,

for M_ > 6.2, as one end point of a locus of important
amplified inviscid solutions.
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When the eigenvalue diagram is of the type given in

Fig. 8, there is a question concerning the mode to which

the various curves should be assigned. The terminology

of first, second, third modes, etc., was originally devel-

oped for neutral solutions which were easy to distinguish

by the number of phase changes in the pressure fluctu-

ation. The first neutral mode has no phase change, the

second neutral mode has one 180-deg phase change, etc.

This distinction still applies to the two different portions

of the main curve in Fig. 8. In the a versus c_ diagram,

the solutions of the lower part of the curve have only a

small phase change, and the solutions of the upper part

of the curve have a phase change close to 180 deg. It is

only in the region where the two formerly separate

curves join that the phase change of the solutions goes

rapidly from near zero to near 180 deg. The small curve

that starts from the first-mode neutral point c8, a81 and

goes to 1, as(l) presents a greater problem. The phase

change is small for all these solutions. However, even

when the mode curves are completely separate, the

phase change of the second-mode solutions approaches

zero as cr---_l. For identification purposes, these solu-

tions are assigned to the first mode in Fig. 8.

Neutral and amplified solutions of the third mode are

also shown in Fig. 8. The third-mode phase velocities

lie between c, and unity, and the corresponding wave

numbers lie between ets_ and a3(1). It is apparent that
the third mode is more stable than the second mode. The

maximum time rate of amplification of the third mode,

(aC_)m_, is about equal to that of the first mode.

As M1 is increased beyond 6.2, the third mode develops
as did the second mode at lower Mach numbers. The

wave number a3(1) decreases until, at M1 =- 7.0, it is less

than a,_. Presumably, at this Mach number the upper

branch of the neutral-stability curve approaches a,3, in-

stead of a,_, as the Reynolds number becomes infinite.

Although a neutral-stability curve has been computed

at M_ = 7.0, the limiting value of a on the upper branch
cannot be established because the maximum aR limita-

tion of the numerical method limits the calculation in

this instance to low Reynolds numbers.

At M1 = 7.5 (not shown), the locus of second-mode

amplified solutions connects with the locus of third-

mode solutions in the same way as did the first- and
second-mode solutions at M_ = 6.2. Therefore, in the

cr versus cl diagram, there is a single curve with two

loops that starts at cr --- 1 -(1/M_) and ends at c,. In the

versus c_ diagram, there is a single curve that starts

at a = 0 and ends at _ --- _. The highest Mach number

computed so far is 8.0, where the eigenvalue diagrams
are the same as those at M_ = 7.5. The fourth mode still

has a very small amplification rate at this Mach number.

In Fig. 9, the amplification rates for the first three

modes are shown as functions of M_. It is apparent that

the second mode has the highest amplification rate at all

0.006

_0.005

0.004

Z
9

0.003

J

0,002

0.001

0 I

FI/ST MODE

2 3 4 5

SECOND MODE

\
\

-....

THIRD MODE

I

7

FREE-STREAM MACH NUMBER M I

Fig. 9. Moximum amplification rate as a function of
free-streom Moch number
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Mach numbers above 2.2, and the third mode has a higher

amplification rate than the first mode above M1 = 6.5.

However, it does not follow that, just because a particu-

lar mode has the highest inviscid amplification rate, it is

also the most amplified at some particular finite Reynolds

number. For instance, at M1 --3.8, the (aci),_ of the

second mode is over six times the (aci) .... of the first

mode. However, since the corresponding second-mode

wave number is four times larger than the first-mode wave

number, and since viscous damping is proportional to

the square of the wave number, it is not surprising to find

that, at this Mach number, the second-mode disturb-

antes are completely damped out at a higher Reynolds
number than that for the first-mode disturbances. Further-

more, as shown in Ref. 6, the instability region of the

second mode, even when it extends to Reynolds numbers

as low as those of the first mode, can be quite narrow in

the flow direction, with the result that over-all amplifica-

tions are small in spite of large rates of amplification.
Therefore, in order to draw conclusions from the inviscid

theory about the relative importance of the various modes

at some particular Reynolds number, it is necessary to

keep in mind the wave numbers as well as the amplifi-
cation rates.
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XVIII. Physics

A. Improved Efficiency Calcula-
tions for the Fission-Electric

Cell, Part II
J. L. Shapiro

100 Mev and a charge of 21; and (2) a heavy fragment,

with energy of 67 Mev and a charge of 23. It further

assumes that the fragment velocity decreases linearly

with penetration and that the charge varies as the veloc-

ity for the heavy fragment and as (velocity) _ for the
light fragment.

An improved model has been evolved for calculations

of the efllciency of fission-electric cells (Ref. 1). This

model assumes that two types of fission fragments are

released per fission: (1) a light fragment, with energy of

The model has been used for calculations of the efll-

ciency of cylindrical fission-electric cells for various thick-

nesses of U308 fuel layers. The range of the light fragment

(Ref. 2) has been taken to be 10 mg/cm 2. The resulting
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Fig. 1. Efficiency vs voltage for the cylindrical fission-electric cell
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efficiencies are presented in Fig. 1 as a function of volt-

age, with thickness as a parameter, for two different

values of anode radius (R2)/cathode radius (R1). These
can be compared with Heindl's results (Ref. 3) based on

the previous simpler model. In Ref. 3, results were given

as a function of the parameters r and V defined such that

r = 1 is equivalent to a thickness of 5 mg/cm z and V = 1
is 4 Mv. The newer model can be seen to show somewhat

increased efllciencies at low voltages.

B. The Effect of High-Intensity
Microwave Radiation on

Optical Transitions of
Atomic Hydrogen

O. von Roos

The purpose of this discussion is to show that mono-

chromatic high-intensity radiation may be useful as a

tool to probe atomic and molecular systems. The theory

underlying the calculations given below has been devel-

oped in Ref. 4.

The vector potential of a linearly polarized maser

beam of frequency _o0propagating into the z-direction

of a space-fixed coordinate system is given by:

mc 2
A -- e_cos _¢0z - ,oot).

e

The Dirac equation for an electron which is in the

field of a proton and subjected to the external electro-

magnetic field (Eq. 1) reads1:

ih_tt =Icx'(? V +eA)+flmcZ-- e---_l_.

(4)

Since, even for small E, fairly large beam intensities are

required, we will treat the maser beam interaction as a

perturbation. Introducing the motion of the proton as a

straight path (no collisions), we have

where

_¢ = (no + H3 _, (5)ih -ff

ch e 2
He = --:- co. V + _ mc 2 - --, (6)

H_ = _mc z a_ cos (ko z - vzt - _ot) , (7)

and v_ is the z-component of the proton velocity. The

position of the proton at t -- 0 has conveniently been put

at the origin of the coordinate system.

Expanding now the wave function _ as

¢ = E a. (t)exp [- (_) E.l _. (') ,

where

(8)

Ho _. = E. Lp,,, (9)

(1) we obtain, in a well-known manner,

where ez is a unit vector in the x-direction. The quantity

is given by (Ref. 4):

4r e2h _
e - -- , (2)

m" 62 to °

where _ is the number density of photons. A useful rela-

tionship between the dimensionless parameter e and the

beam intensity is

I = 10 -a2 (_o E)z w/cm 2 , (3)

where _Oois measured in see-a°

ih _,_ = E a. exp (it _,_.) < m ] H_ I n >, (10)

with

(11)

Eq. (10) can easily be solved in first-order perturbation

theory. Letting the amplitudes a, be in zeroth order,

a_ °' = 8.,, (12)

'Although the theory developed in Ref. 4 is non-relativistic, the

generalization to a relativistic formulation is straightforward, and

none of the essentials are changed.
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corresponding to a situation where the atom is in a given

state l, we have, in first order with Eq. (7),

mc 2 _ exp [it (_o_z- (00)]
_,1,= _ 'T < nl_l/>
tl;n t (0nl -- (0 0

exp [it(o_ + (0;)] t
+ (13)

(0_ + % _

with the doppler-shifted frequency

'= (1--_) (14,0) 0 [O 0

A few remarks are in order at this point. In Eq. (13),

the dipole approximation has been employed. This is

certainly adequate for bound states. Eq. (10), however,
also contains a summation over the continuum, in which

case the dipole approximation breaks down. But, because

of the large energy denominators in Eq. (13) for con-

tinuum state amplitudes a_, the contributions from the

continuum are neglected. The solution (Eq. 13) corre-

sponds to an interaction switched on adiabatically by

means of the term exp ( - _[tl), with lima = 0, in the
usual fashion.

Obviously, Eq. (13) breaks down in the case of reso-

nance, i.e., if % is equal to any of the level differences
,o_,,. This case is of the utmost importance, and we will

devote a large portion of this discussion to it. However,

for now, let us assume that % differs from any of the

level differences so that Eq. (13) is applicable. The wave

function is then given by

I [it_E7 _ a(_l_(t) expl [it_E
_= ¢_exp

according to Eqs. (8) and (13).

(15)

An expression has been derived for first-order radiative

transitions (Eq. 35 of Ref. 4) which, when applied to

wave functions of the type given by Eq. (15), allows

one to readily compute transition probabilities, etc., for

the system under consideration. To be specific, let us

calculate the spontaneous decay of the metastable 2S

state of hydrogen. It is well-known (Ref. 5) that the life

of this state lasts about 2 sec (two-photon decay mode).

However, the situation will be different in the presence

of the maser beam. Coupled to the metastable level are,

then, levels from which radiative transitions to the ground

state are possible. Here we will show the result of the

calculation for the transition probability 2S-1S, taking

wave functions of the type given by Eq. (15). The calcu-

lations are, of course, very similar to those given in

Ref. 4. The emission of a photon with wave vector k

and polarization fl (unit vector p(kt3) ) into the solid angle
df_ is

m 2 c4 e 2 kdA._s-,s ,2 ['h-_(Ho Eo)-dkdf_ 2r .4i 3 I < 1SIo_ - (o'] -1
k

x _. p,_,+ _. p,_,[_-_(no- El) + _']-_
X 13[g 125 ) 12 _ [k --_ C -1 ((001 "q-- (0;)]

+ I< 1SI_ [_1 (no - Eo)+ _,]_ _ .pg_,

+ _ .p(_,[_-1(H0- _1)- (0o]-1

× _ 12S> I_z [k ÷ cll (_ol-- _;)]} t (16)

From Eq. (16), we see that two spectral lines will

appear symmetrically spaced about ,ool, which is the Bohr

frequency of the 2S-1S level separation (almost equal to

the Lyman-alpha line). It is easy to estimate the magni-

tude of the transition probability (Eq. 16) under the

(justified) assumption that only the 3P levels are im-

portant for an evaluation of the matrix element in Eq.

(16). Assuming (00 = 10 TM see -x and _ = 4 × 10-5, cor-
responding to a rather high beam intensity of I = 0.64

w/cm z, we find for the transition probability, using data

compiled in Ref. 5 for the matrix elements,

A2_.lS _ 200 see -1 , (17)

which is much larger than the 0.5 sec -_ of an unperturbed

2S level, but is still insignificant compared to the value

for the allowed 2P-1S transition, i.e., 6.25 × 10 s sec-L So

we can see that even extremely intense maser beams do

not appreciably affect the hydrogenic levels, as was to be
expected.

However, the situation changes radically if the maser

frequency is in resonance with any of the atomic level

(or sub-level) differences. In our example, we are think-

ing of the 2S-2P fine structure separation, which is

1.1× 10 _° sec -1 (Ref. 5). Let us then suppose that, in

Eq. (13) for a particular n =p, the condition

÷ (0o= (0tp ÷ (0o(1---_) =0 (18,{olp

is satisfied. In this case Eq. (13) breaks down, and Eq.

(12) is not a possible zero-order solution of Eq. (10).

But, because of the resonance condition (Eq. 18), the

states l and p are strongly coupled; thus, instead of Eq.

(12), a set of simultaneous equations for the amplitudes
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at and a_ have to be solved already in zeroth order. From

Eq. (10), again in the dipole approximation, we obtain 2

ih at --- exp (it 0,7,) < l IHi I P > ap, (19a)

ih _ip = exp (it _pt) < p ! H1 I I > at. (19b)

With the solutions of Eq. (19), the first-order equation

for the remaining amplitudes, i.e., those which are not

in resonance, now reads

ih _ = exp(it_t)<nlH!!l_a:(t)

+ exp (it _,p) < n IH, I P > a, (t).

(e0)

Defining

me z

A= < l[o lp > I, (21)

and assuming that < l 1a_ I P > is imaginary (which is

actually the case in our example; see below), Eq. (19)
becomes (observing Eqs. 7 and 18):

_ = A [1 + exp (- 2/_'t)] ap, (22a)

dp = - A [1 + exp (2/O,ot)] az. (22b)

With

F1 = A (1 + cos 2%t), F2 = A sin 2%t,

(23)

and the two Pauli matrices rl and r2, Eq. (22) becomes a

matrix equation:

where

A generalization to a case with degenerate levels or more

than one resonance is straightforward and will not be

considered here, especially since, in our example, the

degenerate levels (1S_/2 and 2P_/2 levels) do not connect

in the dipole approximation (see below).

To find an exact analytic solution of Eq. (24) is im-

possible. However, in the interesting case in which

A
-7 < 1, (20)
O) o

2The equations are similar to those given in Refs. 6 and 7.

it is possible to treat the rapidly oscillating part of Eq.
(24) as a perturbation. With the transformation matrix

S (t) -- exp (iAt at) = cos At + i sin At _z,

and with the new "spinor"

U' = S-x U,

Eq. (24) becomes

- iU' -- S -_ (cos 2o,0t 32 - sin 2_'ot _) SU.

(27)

(28)

(29)

Imposing the initial condition 3

we find, after some simple algebra to first order in A/o,o,

A [sin (20,o + 3A) t
at = cos At + 4 _-_o

-- sin (2,o o - A) t -2i sin At sin 2_ot ] ,

(31)

A, [cos (2% + 3A) t
ap = sin At +

- cos (2_ - A) t + 2i cos At sin 2o/0t] .

(32)

Note that, because of the resonance, the zero-order am-

plitudes at and ap are still functions of the expansion

parameter a. This is a well-known feature of singular

perturbation theory.

If the resonance condition (Eq. 18) is satisfied be-

tween the 2S_/2 and 2P_/2 levels in hydrogen, we have

then, in the zeroth order for the 2S wave function, from

Eqs. (31) and (32),

(33)

in easily understood notation. With Eq. (33) as the

initial state for the hydrogen atom and the ground state

as the final state, it is quite easy to calculate the transition

3The initial condition, Eq. (30), is arbitrary up to a unitary trans-
formation, provided the amplitudes reduce to _, in the limit e--0.

131



JPL SPACE PROGRAMSSUMMARYNO. 37-28, VOL. IV

probability for the emission of a photon in a manner

similar to that given in Ref. 4. The result of the calcula-

tions, which include an average over time 4, is

dA2s-ls 1 e2k
dkdf_ - 4 2r_ I < 2P la'pL_)I 1S > Iz

x {8 [k + + A)]

+ rk + a)]}. (34)

From Eq. (34), we see that two spectral lines will

appear symmetrically displaced from the ordinary Lyman-

alpha transition by the quantity A (Eq. 21), each line
having IA of the intensity of the Lyman-alpha line. Eq.

(34) is somewhat similar to a linear Stark effect. How-

ever, the essential differences between the two (aside

from the fact that the effect investigated here is that of

a time-dependent electromagnetic field) are: (1) Eq. (34)
is a zero-order effect rather than a first-order effect, and

(2) Eq. (34) also occurs in complex atoms where the
linear Stark effect is absent. As a numerical example, let

us take the 2Sv.2-2P3/2 separation, which is o_0= 6.2 X

10 '0 sec -1 taking hyperfine splitting, etc., into accounP.

For an E of 4.35 X 10 _ (corresponding to a beam in-

tensity I of 7.2 w/cm'°) ", we evaluate the matrix element

in Eq. (24) with the help of Ref. 5 and obtain a value

for A of 6.2 X 109 sec-k This corresponds to a frequency

separation of the two emitted lines of 2 X 109 see -1,
which is about three natural line widths 7. Although the

effect is small in our case (a larger sub-level separation

and larger matrix elements would help), we chose

hydrogen because of its great simplicity.

We can go one step further and take the full ampli-

tudes (Eqs. 31 and 32) into account in a calculation of

a one-photon transition. This results in the appearance

of various satellite lines with intensity proportional to

4The transition probability, Eq. (34), is multiplied by a factor
1 - cos At, which assures its vanishing if lim _ = 0. However, if
A-' is very small compared to the time of observation, the cos
term does not contribute.

Bin the calculations performed here, hyperfine structure effects
have been completely neglected since they give rise to very small
changes. They are only important for the resonance condition of
Eq. (18).

6This is a very high intensity for maser beams. However, klystrons
at these power levels with suflqeiently small bandwidths are cer-
tainly available.

'The theory outlined in Ref. 8 can be applied in full to the situa-
tion encountered here, so that the natural line width of either of
the two lines (Eq. 34) is about one-half the natural line width
of the Lyman-alpha line.

(A/4oo) _ times the main lines of Eq. (34). The fre-

quencies of these satellite lines are

,o_s-ze ± (20,o + A),

_,s-_, -----(2,00 + 3A),

i.e., four lines spaced symmetrically about the center.

There is one more line of a slightly larger intensity at a

frequency of

_as-2e -- 2-_o + A;

thus, the satellites form an unsymmetric multiplet. This

lack of symmetry is, of course, due to the metastability

of the 2S level, implying an unsymmetric decay.

We shall now briefly consider an off-resonance situa-

tion. It turns out that, if

_,_ + % = 3 _, (35)

(A + 3 ,,,)/,,,o < 1 (36)

(i.e., the system is slightly off resonance), then the
transition probability (Eq. 34) is merely multiplied by

a factor '1, where

A _
-- _ (37)

For the numerical example given above, we find that a

20% change in frequency cuts down the intensity of the

spectral lines by 50%. In other words, the resonance is

not particularly sharp. Using atomic beam techniques
similar to those of Lamb and Retherford (Ref. 9) in

combination with klystron radiation, it should be pos-

sible to observe the splitting of spectral lines as dis-
cussed here.

Co An Estimate of the Density
at Which the Electron

Lattice Melts
M. M. 5affren

At high density a zero-temperature system of elec-

trons in a uniform positive background (which serves to

make the total system electrically neutral) is a gas. At

low density, however, the system forms a body-centered

cubic lattice (Ref. 10). This is easily understood: At

high density the coulomb energy is small compared to
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the kinetic energy, and the system behaves much as a

free electron gas would; at low density the potential

energy due to the long-range coulomb repulsion exceeds

the kinetic energy, and the system of electrons arranges

itself into a lattice to minimize its energy--now essen-

tially its potential energy.

At some intermediate density there presumably will
be a transition from the lattice to the gas. Although the

nature of the transition has not been discussed in detail,

several authors, using different criteria, have made esti-

mates of the density at which the lattice "melts" (Refs.

11-14). We will estimate the highest density at which

the electron lattice can be stable. The density we obtain

is not too far from the density at which Carr (Ref. 11)

finds that perturbation theory breaks down for the

lattice. F. de Wette 8 has recently performed a similar

analysis, but with quite different assumptions in his final

calculation. He finds the lattice to melt at a density very
much lower than the value we obtained.

To a good approximation, an electron in the lattice is

bound to its lattice site by a truncated harmonic oscil-

lator potential, whose depth and extent depend on the

electron density (Ref. 10). Our method is to calculate

the density at which this potential can no longer support

a bound state. At this density, the lattice can no longer

exist since the potential is no longer self-consistent: the

existence of the potential depends on the existence of

the lattice, but the existence of the lattice depends on

there being at least one bound state in the potential. In

energy eigenvalue for the potential and note where it

just becomes zero. Instead, we use Bargmann's criterion

(Refs. 15 and 16) to estimate when the potential loses
its bound state.

The potential seen by an electron at a lattice site is, to

a good approximation, that of a sphere of radius R con-

taining the uniform background charge (Ref. 10). The

radius is chosen so that the total charge in the sphere is

the absolute value of tho electronic charge e. To obtain
the potential the electron sees when it is out of this

sphere, we assume that, once out of its sphere, the elec-

tron moves freely through the lattice. The potential is

taken to be some constant which represents an average
interaction of the electron with the lattice. This inter-

action is the polarization of the lattice by the electron.

8de Wette, F., Physical Review (To be published). In a prelimi-
nary calculation, he uses a criterion similar to ours; however, he
does not use Bargmann's theorem (Refs. 15 and 16) as we do.
Instead, he adapts the criterion for a square-weU potential to
have a bound state to a truncated oscillator potential.

Without further justification, we take this constant to

be the potential energy the electron has just as it leaves

the sphere and becomes unbound. The potential is thus

3e 2 e 2 r2
V -- 2R + 2R'-7' r < R

e 2 (1)
-- r>R

R ' --

Bargmann's theorem (Refs. 15 and 16) states that, if

an electron moves in a potential V(r), an upper limit to
the number of bound states is

2m f_

where m is the electron mass. In our case, the potential
that binds an electron to a site is

1 e z e z r_
V(r)- 2 R _- 2R 3' r <R

= 0 , r>R
(2)

Thus, bound states are possible for our potential only if

or iP

2

R > 4-- -- 4 Bohr radii (3)
-- me2

I. The Transition

If we take this calculation seriously, we might expect

the transition from lattice to non-lattice to take place

rather suddenly when the average separation between
electrons becomes less than 4 Bohr radii. We would

expect this transition to manifest itself in an abrupt

change in the long-range order of the system. The

probability p(r) of finding two electrons at a separation r

would change abruptly from a periodic function of r to

a function which damped out to a constant for large r.

For non-zero temperature, there may not be a sudden

transition at all. Of course, our calculation cannot really
answer such questions.

'It is remarkable that, although Mott (Ref. 13) finds the lattice to
melt at 20 Bohr radii, he also finds by rather elaborate calculation
that, in a compensated semiconductor, electrons will be bound to
impurity atoms if the distance between impurity atoms is greater
than 3.6 Bohr radii (the Bohr radius here being the one appro-
priate to the dielectric constant of the semiconductor and the
effective mass of the electron).
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Fig. 2. Energy of electron gas as a function
of average electron separation

It is rather interesting, however, that our estimate falls

near the density at which Carr (Ref. 11) finds the elec-

tron gas to have its minimum energy (Fig. 2). At first,

the energy per electron decreases as the density in-

creases, simply because the electron is bound more and

more tightly to its lattice site. This results from the

constant term in the electron potential--a purely classical

term. The energy finally starts to rise with the density,

however, because of the increasing quantum-mechanical

kinetic energy that results from the electron's being

confined to a progressively smaller region. Evidently, the

rise occurs where the potential energy can no longer

balance the effect of the uncertainty principle. But this

is simply the physics behind Bargmann's criterion, so the

agreement with Carr's minimum is no surprise. However,

these arguments lead us to suspect that at these densities,

though p(r) may not be perfectly periodic, it still has a
few undamped oscillations as r increases before it be-

comes completely damped.

2. Metallic Binding

Another interesting point is that our estimate is almost

in the mid-range of electron densities of metals. How-

ever, in a way this is not surprising. If we could neglect

the interaction of the positive ions of the metal and thus

consider only the gas of electrons in the metal, we would

see that metals "like" that density because that is the

density the electron gas "likes." However, as is well-
known from Thomas-Fermi calculations, the electron gas

at metallic densities has a screening radius not larger

than the interparticle spacing. Therefore, we can expect

that the interactions of the positive ions not represented

by the interaction of a uniform background charge with
itself can be neglected. Metallic binding can then be

roughly understood on the basis of Carr's curve. Our
considerations thus tend to indicate that electrons in

metals are "as correlated as they can be without forming
a lattice."

D. Short Time Behavior of an

Initial Step Discontinuity in a
Collisionless Plasma, Part II

Y. Hiroshige and J. S. Zmuidzinas

In this discussion, a solution of the integral equation

describing the one-dimensional motion of a plasma hav-

ing an initial step discontinuity (derived in Ref. 17) is

shown to exist for (complex) frequencies close to the

real axis. For these frequencies, it is shown that

Muskhelishvili's method (Ref. 18) can be used to reduce

the singular integral equation to a Fredholm equation

of the second kind, which may be treated by standard

techniques. Furthermore, it is shown that the conditions

for the breakdown of Muskhelishvili's method are just

the familiar Landau dispersion relations for longitudinal

oscillations, written separately for the plasma on each

side of the discontinuity.

The integral equation (Ref. 17, Eq. 4) may be rewrit-

ten in terms of the Fourier-Laplace transformed electric
field if2 as

fE(k, ,,) + dk" K(k, k', ,,,) E(k', o,) = 0, (1)

where

to(k,k,, =) =
i exp [-i(k-k')a]

2_k 2 k-k +ia

+ . , ct --.._O*,
k- k" -- ia

po,:/°.v z,C )\vl)
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+,,+=r,, (+Y(\ u2 / kus nl "

(3)

= ,r-v* I - dxeXp(-x s)Z(z) (Ref. 19)
J o X--Z

= the frequency, k = the wave number, ,op = the elec-

tron plasma frequency, n = the density, u = the thermal

velocity, and a = the spatial location of the initial step

discontinuity. The subscripts 1 and 2 refer to the plasma

upstream and downstream from the discontinuity; and

the upper- and lower-case letters denote the ions and

electrons, respectively.

Muskhelishvili's method consists of separating out the

dominant part of the kernel and reducing the solution

of the original integral equation to the solution of the

so-called Hilbert problem. The solution of the Hilbert

problem, in turn, leads to a Fredhoim equation of the
second kind.

The separation of the dominant part of the kernel is

accomplished as follows:

i exp [ -i (k - k') a]
K (k,k,, _) = 2_ks

P

X [_--_-_7(_1 -1-_z)- 1r/8 (k-k')(_1- _s)],

P
= _:1 (k, k', _) + Ks (k, _) k - k'

+ K+(k, _) a (k - k'),

where

1--exp [-i(k-k')a]
X

k- k'

1
Ks (k, _) - 2,_i [a (k, _) + a (k, _)],

1 [& (k, ,o) - & (k, ,o)]K+(k, _) = T

The K's are now non-singular, and P denotes the principal

value. The integral equation, Eq. (1), now becomes:

[1 + K_(k,_)] _ (k,_) - K2 (k,_) e f de
(k', (i))

k' - k

/ -+ de K_(k,k', _) E (k', _) = 0. (4)

Next to be considered is the Cauchy integral

,I, (z) = dk' _7 _ z '

where _ is now suppressed. The bo,undary values of ,I,
on the real axis are then related to E (k) by the Plemelj

formulae (Ref. 18):

_÷(k) - _- (k) = E (k),

• +(k)+q,-(k)= dk' p--_ .

Substituting the above equations into Eq. (4), we obtain

where

,++(k) -, (k)s+- (k) = g (k), (5)

_ _ - ¢2(k)
(k)s l+a(k)'

1 f dk' Kx (k, k') _ (k').C(k)- l+_:l(k) (6)

The solution of this problem by means of Muskhelish-

vili's method depends on r s not vanishing or becoming

infinite, i.e., & --_ -1 and & --_ 1. From Eqs. (2) and (3),

it is recognized that the conditions for the breakdown

lead to the Landau dispersion relations for longitudinal

oscillations in Regions 1 and 2 separately. It is known

that, for these cases, the frequency becomes real in the

long wavelength limit. Here we will consider real fre-

quencies exclusive of this limit. Muskhelishvili's method

then applies, and the solution of Eq. (5) becomes

where

___yf c (k)+ (z) = X (z) dk X+(k) _'-- z)'

X (z) = exp IF (z)],

X +-(k) = exp [-+-, In r (k)] exp [r (k)],

r (z) = If dk in.k_z(k)
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(The index of the Hilbert problem, Ref. 18, is easily
shown to be zero.) It is also assumed that cI,, _, and r 2

satisfy the H61der condition (Ref. 18).

The final reduction to the Fredholm integral equation

is accomplished by first using the Plemelj formulae,

T: (k) = _+ (k) - _- (k),

= C (k) + exp [17 (k)] [,- (k) - r (k) 4]

X -_P r dld exp r-r < 17e(k,)
J (k') k' - k '

and then inserting the expression for C (k) (Eq. 6) into

the above equation. Using the Poincare-Bertrand trans-

formation formula (Ref. 18) to interchange the order of

integration, we finally obtain

(k) = [ de (k') (k,k'),
Y

where

d_ (k, k') -
1

1 +&(k) Q(k-k')

exp [P (k)]

X [ dk" exp [ - 1F'(k")] Q (k'" - k')
J (k") (k" - k) ,

1 -- exp(-- /ax)
Q (x)=

The kernel _K is evidently non-singular. For each ,o close

to the real axis, the above equation can be solved by the

methods of linear analysis, and the stability of plasma

oscillations can be investigated by examining the location
of the poles of E (k, _0) in the complex ,o-plane. Further

details will be reported at a later date.

E. High-Frequency Longitudinal
Dielectric Constant of a Fully

Ionized Plasma with the
Collisional Effect Included

C.S. Wu

The longitudinal dielectric constant of a plasma in the

presence of spatial and frequency dispersion is of funda-

mental importance in plasma physics. The discussion in

random phase approximation (RPA; sometimes known as

self-consistent field approximation) does not require that

the plasma be in thermal equilibrium (Ref. 20). As long
as the time which characterizes the relaxation of the

plasma toward equilibrium is long compared to 1/_, (o_ =

the frequency of the assumed wave), the theory should
be valid for a variety of cases. However, in a number of

problems the RPA result does not seem very satisfactory.

For instance, in the theory of incoherent scattering of

electromagnetic waves, it was recently found (Ref. 21)
that including the collisional effect in the dielectric con-

stant gives rise to significant broadening of the plasma

resonance line. Again, in the theory of plasma oscilla-

tions, the damping due to electron-ion correlation is

found to be far more important than the usual Landau

damping in RPA (Refs. 22-26). These examples should

explain very clearly why a more general discussion on
the dielectric constant is desirable.

Because of the mathematical complexity, most works

along this line in the existing literature have made one

essential assumption: that the plasma is in thermal equi-
librium (Refs. 22-27). This assumption has rather limited

the possible applications of the result. Here we will

derive an expression for the dielectric constant without

making such a restriction. We shall use a kinetic equa-

tion with a collision integral derived by Lenard (Ref. 28),

Balescu (Ref. 29), Guernsey 1°, and several other authors.

Since such a collision integral was derived without in-

cluding the high-frequency collective effect (Ref. 25),

the theory in the rigorous sense is thus approximate.

However, since the collisional effect is expected to be

small (of order 1/x_on, where Xo is the Debye distance

and n is the electron density) and only the dominant

term is of interest, the kinetic equation should therefore

be sufficiently accurate for our purpose, especially in the
frequency range O_c<<o_p__ ,o < o_pe, where _c is the

electron-electron collision frequency and ,op_and o,p, are

the ion and electron plasma frequencies, respectively.

We consider a fully ionized plasma with coulomb

interactions only. To facilitate our discussion, we shall

consider the following physical model: (1) The descrip-

tion of the plasma is given by two terms: one represent-

ing an over-all state (the "main body") and the other,

small perturbations. (2) The main body is homogeneous

but not necessarily in an equilibrium state, and the small

perturbations give rise to spatial inhomogeneity. (3) The

physical quantities associated with the main body are

assumed to vary with a time scale which is long com-

pared to the electron plasma period 1/_ope; however, those

_°Guernsey, R. L., Dissertation, University of Michigan, 1960.
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associated with the perturbations may vary with a much

shorter time scale since, in many cases, high-frequency

wave phenomena are involved. With these considerations,

let us split _, (1, t), the one-particle distribution rune-

t-ion, into two parts:

if, (1, t) = F, (vl, t) + fs (r, v, t). (1)

Let us now introduce the following Fourier transform:

¢,(k, v, t) = f dOrexp (- i k. r) f, (r, v, t).

(9,)

Then, the linearized kinetic equation takes the following
forln:

kot .... ")"'"' "'" _ ..... j --_'" "-' ""
¢

f _ nre_ Ok. OF. 2e: "--X msk_ Ov'---"_= m, Ovl
¢

X fdov2 8(l'vz-l'vt)
I_o(1,- I. Vl) I_J

×,(1 0 1m,r OV2 fits OVx

X [F,(v_)fr(v2, k,t)

+ F, (_,, t) f, (Vl,k, t)], (8)

where subscripts s and r denote species of particles; eo

and m, are the charge and mass, respectively, of the s

type of particles; and eo (k, _) is the (RPA) dielectric

constant in Fourier-Laplace representation:

_m.4rn, e_
e-o(k, ,o) = 1 - d..¢ rusk 2

8

f . 0F,
1 k Im _ < 0 (4)

X dOv _o+ k.v "--_-v '

Since we have postulated that Fs varies slowly in time,

it may therefore be considered quasi-stationary in the

discussion of f,, which belongs to the fast-time scale.

Now, if we introduce the following Laplace transform:

(k, v_, _o) = f_ _ dt exp (- _t) f, (k, v,, t), Im ,o < 0,
./q

(5)

the transformed kinetic equation becomes:

i((o + k'Vl)_ (k, vl,_) -- 2n, eror(k,_) 4rieSm,k 2
I"

X k. 0F, fs (k, vl, 0) - 2es_ dol
OVl _s

X 1 _ dSv3
d

8 (1" Vl - 1" v_)
X

I_o(l, - 1- Vl)?

x IF, (Vl)_;(k,v,,,_)

+ F, (v2) f, (k, Vl, _o)].

(0)

Since the collisional effect is small (of order ,J, oe), in

the case _o >> ,0c we are justified in replacing the exact

solution of _ (k, v_, _) by the collisionless solution; i.e.,

•,, Y'_ n,e, Or (k, _0) 4re, k" _Fs
f, (k, v, _o) = (_o + k- Vl) ri%k z OvI (7)

Let us now direct our attention to the collision in-

tegral. It is expected that the dominant contribution

from collisional effects is of order 1/xOon and that the in-
2 2 3

homogeneity will give rise to terms of order k xo/;t o n,

which is uninterestingly small. For this reason, in treating

the collision integral we shall be interested only in the

long wavelength limit k --* 0.
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Substituting Eq. (7) into the right-hand side of Eq.

(6), we find that, if we interchange the order of differen-

tiation, we can obtain the following expression:

-- 2eZ" f a3tN"_'e;l. _ f d3v_
w, j _-T- _-iJ

_(l-vl-l-W.)l.(1 8 1 31)X le0(l,_l.vl) l=. m,_= ms_

n_e;
X A.¢ l4 1" Ovl

8 (1" Yl -- 1" v2)x d_v_I,o (1,- 1. vd I_

Fe---Lk _ esk "_-_/x]X 4-,,Lm" "_v_ + ms"

[ I Dr, r,±.SFsq

2e2 f dal
=--- 2, n'e'°" (k, _o) m-TJ

S_ ,_,e:l- L¢ (v_,l)
X _ l_ 8Vl

(s)

Multiplying by the factor "N ns eft[i(,,, + k. v_)] through-
$

out Eq. (6) and integrating with respect to v_, we have

, n,e. k" Vx) fn,e_ o, (k, o_) = 1 -- d3v_
8

_ 4rn, e_ k. 8F---2msk z 8Vl

X (o + k'vx

_ e_ fdal _ n,e; (l'k)

m--:J _ j ;---7-

(9)

Here we may imagine that the term

/ ts (k, o, O)n_es d_v_ i(,o+k'v)
8

in essence represents an extraneous charge density p,,,

and that the charge density

is the sum of the extraneous and induced charge densi-
ties. Since

P*" -- E (k, _,), (10)
pex + pin

we have the desired result from Eq. (9):

(k, 0,) = 1 --/d_Vl o_+k'vl

X2r"e_a.k)fd_v_,_(v,l).,_,_/4. (11)

For an isotropic velocity distribution, the last integral

in Eq. (9) can be integrated easily over in the/-space.

We have checked the special case of Maxwellian F (v).
In the limit of infinite ion mass, we obtain

_z _, /o k_
(k, o,)= ¢o(k, _o)+ 6(2)v_,p/z _ in lff -_o)'

where

= [.4_-ne_(1+Z)'_w
ko \ .r ],

k_ = the cutoff wave number,

fl = 1.36.

The above result is in agreement with what other

authors have found by more complicated means. We
have also studied the case when electron and ion tem-

peratures are greatly different. The detailed discussion

for that case may be found in the following article.
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F. High-Frequency Conductivity for
a Two-Temperature Plasma

E. H. Klevans and C. S. Wu

The high-frequency dielectric constant with collisions

included was derived for an arbitrary isotropic unper-

turbed distribution in the preceding article. Here this

quantity is related to the high-frequency conductivity,

and the latter quantity is studied for a plasma whose

unperturbed state is characterized by _v_axwelha, J .....Idll>tl l-

butions for both electrons and ions, but with different

electron and ion temperatures. It will be shown that, for

a sufficiently great electron-ion temperature ratio, the

conductivity will become negative and amplification will
result.

The conductivity ¢r(,o), where _0is the frequency of the

applied field, is related to the dielectric constant E(_) by

_(,o)= _ [1- _(,o)]
A_T -- -- "

Using the _(,o) obtained in the preceding article, we find

_(_) -- _0(_) + _(_), (2)

where

2

-0(_) - _ + _'
4_-io

2_V 
_(,o) = 3 z.., 0,2

$

X

X

e, fff

l ,o (k, - kui) l_ _u_ + m_e_

F, (i) DF_ (2) F_ (2) _F'--_(1)7
mS _u_ m, _-u] j'

in which

47rnse_
2 --

_8
ms

The quantities m,, n_, and e, are the mass, number

density, and charge, respectively, for particles of species

s; and F, is the unperturbed distribution function. For

the two-temperature plasma, we take

,Im_ <0.

F_(uO \_o_] exp 2o_ )'

where O_ = KT_ and K is the Boltzmann constant.

(6)

It is assumed in the analysis that r¢_, the time required

for temperature relaxation, is long compared to the period

of oscillation of the applied field. Since re, >> r_ozz, the

electron-ion collision time (Ref. 30), and since r_ozt >>2r/o,
this condition is easily satisfied.

Performing the differentiations, the uz integration, and

the sums over particle species, we obtain

(1) a_ (_) = zez o, ,_, __
3rrOet°_ J _ Jo

e Ux 0e Oe
0e i -- 1 -- z ,

(3) (7)

(4)

(5)

exp (-- _2)

¢-(u +i_) ' (8)

y= . _ ,

,8 = \m_Oi] '

4_n_ e_
k_ - o, '

the dielectric constant Eo can be written (Ref. 81):

e°(k'-kuO=l+ k 2 L z

(9)
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Further defining

(10a)

B(y)= 1 +z ImZ

+/3z -_- Im Z (lOb)

we obtain, upon integrating over k,

e z 2+ 2/ me _ _
(02 _e (°i

,,_(o,)= _ o, o_ \2-;_,) (1+ a-_)-_

x 1+_) _ +1,)

me 0e /3_2)_1 ( 1 + z 0, 1 0_--z_(l+ 1 _-z 0e z 0_/

X(ln_-D +I2)], (11)

where

I1 = -- (2r) -v" dx exp (- xV2)

X In (A" + B") + -_- tan- , (12a)

oo
I2 = - (g,,)-_ dxx_exp(- xV2)

[1 ,,X In (A 2 + B 2) + --ff tan -a , (12b)

and the argument of A and B is x (1 +/3__)_v,. We have

also introduced a cutoff k_ to prevent divergence for

dose encounters. It is usually taken to be the inverse

Landau distance, i.e., k,, = #e/e 2. The integrals I1 and

12 have been calculated numerically, and the results are
shown in Table 1. If

Table i. Calculated values of integrals I1 and 12

0,_/ 0_ I1 Is

106

10 s

104

103

102

10 _

100

10 -I

10 .2

10 -3

10 .4

i 0 -s

10 -6

--0.245

--0.245

--0.245

--0.245

--0.243

--0.224

--0.348

--0.475

--0.479

--0.374

--0.268

--0.248

--0.246

0.022

0.022

0.022

0.023

0.034

0.145

--0.156

--0.447

--0.438

--0.160

--0.006

0.019

0.022

the quantity in brackets in Eq. (11) reduces to

This result can be obtained from Eq. (7) by taking the
infinite ion mass limit. If

me Oe
Z m--m--_.>> 1,

then

13-2 << 1,

and the bracket reduces to

[] meoe (lq - I.)
z_

(14)

Thus,

o" 1 (o_)

I k,_ me ee ]X In_+z_(Ix--I_) . (15)

The logarithmic term can be obtained from the usual
Fokker-Planck collision integral (Ref. 32). The second
term results from the inclusion of the dielectric constant

in the collision integral, i.e., from including the influence

of polarization on electron-ion collisions. For a hydrogen

plasma, the second term can become larger than the first

term for Te/T_ > 10 _, whereupon the real part of the

conductivity will become negative. Since Re o"(_) deter-

mines the damping of the field by the particles, the

negative conductivity implies amplification.
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Go High-Frequency Conductivity
for a Plasma with Drifting

Electrons
E. H. Klevans and J. Primack

It was recently found by Musha and Yoshida (Ref.

33) that, for a plasma in which the electrons are stream-

ing, coulomb collisions could result in the real part of

the high-frequency conductivity becoming negative if

the ratio of the drift velocity to the thermal velocity was

approximately unity. Since the real part of the conduc-

tivity is proportional to an energy absorption rate, its

going negative results in amplification of the oscillating

field. In the analysis of Musha and Yoshida (Ref. 33),

collisions were accounted for by use of the Fokker-

PIanck collision integral (Ref. 34). This collision integral

is suspect when the drift velocity u becomes the same

order-of-magnitude as the electron thermal velocity Vr,

for the Vlasov dielectric constant can then differ appre-

ciably from unity (Ref. 35) and the effect of the polar-
ization of the medium on collisions could become

significant.

Utilizing the high-frequency dielectric constant with

collisions included (which was obtained by Wu in E.

High-Frequency Longitudinal Dielectric Constant of a

Fully Ionized Plasma with the CoUisional Effect Included,

pp. 136 to 138 ), this effect can easily be incorporated

in the analysis. Here we will show how this is done and
how the results reduce to those of Ref. 33 when the

dielectric constant is replaced by unity. Numerical re-

suits and discussion will not be presented at this time.

Employing the relationship

i°E 1(_) = -_- 1 -- lime (k, _) (1)
k-) o

between the conductivity _ (_) and the dielectric constant

e (k, (o), where to is the frequency of the applied AC
field and k is the wave vector, we obtain from Wu's Eq.

(Ii):

(2)

where

2+ 2
(3)'

_1(_) -- 2_ _2 _ e, n_ e _ _ l . k d3Vl
$

f 8 (k'Vl -- k'v2)

+_._m.e' _8 ) L['V"m_(V_)k" eF_ev2(V_)

(vOq
-- F_(v2-"_)k "_] 'ra,

2 =4rn, 2/m,(o s e s ,

S°:fE (k, _) = 1 -- _'i --
d3v k-SF'(v) Im _<0

o, + k'v 8v ' "

(4)

(5)

The quantitie_ m._ ne_ and e. are the mass, number

density, and charge, respectively, for particles of s_ecies
s; F, is the unperturbed particle distribution; and 1"is a

unit vector in the direction of the perturbing AC field.

The above formula for the conductivity is expected to

be applicable for arbitrary anisotropie unperturbed dis-

tributions as long as the system is stable, i.e., as long as

there are no zeros of e (k, _) in the lower half of the

_-plane. Also, as discussed by Wu, the frequency range

of applicability is expected to be _o_ozt <<(o << '_e, where

_otz is the collision frequency and _, is the electron

plasma frequency. In the present case, we are concerned

with unperturbed distributions of the form

= [m¢_ _/_ _ u)_],F, (v) \_-_) exp [-- m,

=Ire'Y" / m, b
F,(v) \2r0] expL--_v )'

(7)

where # = KT, K is the Boltzmann constant, T is the

temperature, and u is the drift velocity. Such distribu-

tions approximately represent the case where a weak DC

electric field is applied to an unmagnetized plasma.

Because of the ions' heavy mass, the drift of the ions is

neglected. The electrons do drift, but electron-electron
collisions tend to maintain the Maxwellian character of

the distribution. Actually, for a fully ionized plasma a

steady state would not be reached, and electron runaway

would eventually occur (Ref. 36). If there are neutrals
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in the system, these will tend to inhibit the runaway, and

the above distributions should be a reasonable approxi-

mation. The system response to a high-frequency field is

predominantly reactive (see Ref. 33 and Wu's discussion).

Using this fact to obtain a lowest-order perturbed elec-

tron distribution, it is found that, to the next-order

approximation (the lowest order in which resistance

appears), the DC field does not appear in the AC con-

ductivity (Ref. 33). Thus, our Eq. (4) does not contain
the DC field.

Substituting Eqs. (6) and (7) into Eq. (4), we obtain,

after performing a number of straightforward opera-
tions,

2e2 z

O'l (to) = toe

8r 2 to_ 0

X

where

+

F_Fi (k")2 [( zm_ -- -7(k'u)2

m, (1 -- z)Ovz (_" u)] , (8)

z--le _ ,

t, k
k'

(m_-_) v2 I me --kF, F_ = exp -- _ (vz

/ m,Vj" / m_ \
× k-

•u)21

(9)

where

A

l'u
COS _ --

/

U

When the applied AC field is in the same direction as

the drift, _, (to) reduces to that obtained by setting v_ = 0

in Eq. (20) of Ref. 33. As shown in Ref. 33, _ ,rl (to) can

become negative when u/vr _ 1.35, where VT -----(O/me) v*.

In the case where the AC field is perpendicular to the

drift, _ (to) is always positive.

In order to make further progress with Eq. (8), we

manipulate _o into a form such that

2 B2 _k_
1,0(k, v_,_, .u)[_= 1 + 2Akk_+ (A z + ,_7,

(11)

where

E 2

2 = 4,_nse,
ko 0 '

8

A = 1 + (1 + z) -_ [z(t + fl _/_) Be Z (t + fl_/_)

+ (¢ I_ -- fit) Re Z (_ t_ -- fit)],

B -- (1 + z) -x ,rv* {z (t + fl _/_) exp [ -- (t + fl $ t_)_]

- (¢lz -- fit)exp[--(_:t, -- fit)z]},

t2 mi t2=_(v_- u_),

If we set _o ---- 1 and take the limit of the infinite ion

mass, the conductivity becomes

(to) ,-O4eeeZ/m \v_ k t
= 4,r_o 2 0 [_-0) ln_-, L _2 c°s2 ¢

o" 1

2 CJ

_ sin2qj [exp(__ _2) _.v.2ed-¢7f¢ j , (10)

me

_2 =m,

m_

U

_'Following Eq. (22) in Ref. 33, there appears a definition of
which is the same as our _'. This quantity is given by _"= 0.707
vv/vr, and not _ = 1.224 VD/Vr as given by Musha and Yoshida.
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It is then possible to perform several integrations and
obtain

_rl 0o) = cr1_(m) + ,r12(_) + _r13(,o), (12)

where alx (o0 is given by Eq. (10);

,r_z(_) = '°_'e2z ( m'_ _/:ix dt_ exp (- _2 _2)

( 1).I-- 2 _2 cos z q__ __ sin 2 _ I (,, _),

where

1 A 1 B-1X In (A S + B 2) + T tan- -A-] ;

(13)

(14)

" eez(1 -- z) [' m.'_v"O) p¢

#,

Xfl d"exp(-¢2t _2)

t_ 1 2 _sin @) t_2]X [_sin #/+(cosZ_ -1 2

_< J-_ dt exp [--(t - fl t,_)2] t In kokL

1 In(A2+B2) 1 A -_]-- -T 2 B tan-_ "

We note that _x3 (o0 = 0 for z -- 1, and that this term

is very small for any value of z because of the factor 132

in front of the integrals.

The evaluation of a_ (_) is now being carried out

numerically. Results will be presented at a later date.
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TELECOMMUNICATIONS DIVISION

XlX. Communications Elements Research

A. Low-Noise Amplifiers
C. T. Stelzried, W. V. T. Rusch, and R. Brantner

1.90-Gc Millimeter Wave Work,
C. T. Stelzrled and W. V. T. Rusch

a. Summary. The objective of the millimeter wave work

is to investigate millimeter wave components and tech-

niques to ascertain the future applicability of this fre-

quency range to space communications and tracking. This

involves the development of instrumentation for accurate

determination of insertion loss, VSWR, power and equiva-

lent noise temperature of passive elements, and gain and

bandwidth of active elements at millimeter wavelength.

In order to bring together state-of-the-art millimeter

wave circuit elements and evaluate their use in a system,

we have built a radio telescope consisting of a 60-in.

antenna and a superheterodyne radiometer. The radio-

telescope was used to observe the 90-Gc temperature of

the Moon during the December 30, 1963 eclipse (Refs. 1

and 2). This experiment was a joint effort by personnel

from JPL and the Electrical Engineering Department of

the University of Southern California.

b. Recent work. The 90-Gc radiometer is currently un-

dergoing improvements and modifications. Considerable

effort is being made to improve the waveguide "thermal"

calibrating terminations. The terminations will be placed

in an accurately controlled temperature oven. The abso-

lute temperature can be controlled locally with greater

accuracy by using mercury thermostats than by measur-

ing remotely with thermocouples. Another advantage of

the temperature controlled oven is the simplification

of data handling with a series of observations. It is not

necessary to maintain a record of the termination tem-

perature for every calibration. Two test stainless steel

waveguide sections (RG-99/u waveguide with UG-387/u

flanges) used for thermal isolation have been copper

plated (0.000040 in.) to reduce microwave attenuation.

A gold flash (0.000010 in.) over the copper is used to

reduce corrosion. The plating requires a chemical method 1

since electrolytic methods are very difficult with the small

inside dimensions (0.122 X 0.061 in.) of the waveguide.

The insertion loss measurements at 90 Gc (Ref. 3) for

two sections recently constructed are tabulated.

Designation

1

2

Length, in.

1.787

1.800

Measured

insertion loss,
db

0.328

0.360

Loss/in.,

db/in.

0.184

0.200

'See Sect. XIX-A-3, "Solid-State Circuits," by R. Brantner.
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With this size waveguide at 90 Gc, unplated stainless

steel waveguide and standard silver waveguide have in-

sertion losses of 0.32 and 0.06 db/in., respectively. A

section previously constructed had a measured insertion
loss less than those tabulated above. The reason for the

difference is being investigated.

c. Measurement of a radio source equivalent noise tem-

perature accounting for atmospheric loss. Measurement

of atmospheric loss is very important to space communi-

cations and radio/radar astronomy. Techniques are under

investigation to determine this loss more adequately.

Although there is a "window" in the atmospheric loss

at 90 Gc so that the loss is minimized compared to higher

and lower frequencies, the losses are high at elevation

angles near the horizon or during cloudy or rainy weather.

Assuming a fiat Earth and an atmosphere of height lo, the

path length at zenith angle z is (Fig. 1)

l ----to sec z. (1)

ZENITH

/_RADIO

z_ SOURCE

T" EARTH SURFACE

Fig. 1. Geometry used with flat Earth for computation

of atmospheric attenuation

With an attenuation constant a, the loss through the

atmosphere at zenith is given by

Lo = e,o, (2)

and that at angle z by

so that

L ----e "t, (3)

L=(Lo) .... . (4)

Eq. (4) is shown plotted in Figs. 2 and 3 in decibels

and ratio, respectively. A typical value of Lo at 90 Gc

,., . '///7///////IIII
y/,j/,y//,///'///

'° /, C //////,///711

//////

______i--"_ ./

__i_ / / _/

o.5 -- _ I

L (db) = sec z L 0 (db)
o

0 10 20 30 40 50 60 70

z, de9

Fig. 2. Atmospheric attenuation in decibels as a

function of zenith angle assuming a flat Earth

8O

on a clear day is about 0.5 db (Ref. 2, p. 183). From Fig. 2

this results in 1.9 db at 75 deg from zenith. The atmos-

pheric attenuation from a series of measurements can

be found by plotting the measured radio source tem-

peratures T' on log graph paper and obtaining the ordi-
nate intercept (Ref. 2, p. 182). This method is especially

accurate with a strong source like the Sun. With a weak

source and a low signal-to-noise ratio in the radio tele-

scope, the inaccuracy becomes high. One technique is to

measure the atmospheric attenuation using a strong

source (Ref. 2), and correct the weak source for the

attenuation. A difficulty is that these measurements can-

not always be made simultaneously, and the attenuation

measured with the strong source may not be appropriate
to that with the weak source because of changing weather

conditions. The following method uses the measurements

directly from the weak source to find the attenuation in

a manner amenable to digital computer calculation.
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F;g. 3. Atmospheric attenuation ratio, as a function

of zenith angle assuming a flat Earth

80

The equivalent noise temperature T of a radio source

is related to the temperature T" measured with the radio-

telescope by

T -= T'L = T'(Lo) .... . (5)

Taking the logarithm,

ln T=lnT'+lnL. (6)

For the ith measurement, the temperature of the source

is given by

ln Ti=lnT:+lnLi. (7)

At large zenith angles the signal-to-noise ratio in the

radiotelescope is reduced directly by the reduction of

signal. It can be shown by differentiating Eq. (7) that
there is a direct increase in the fluctuation of the meas-

ured value for In T with increase in atmospheric loss L.

A weighted average for Eq. (7) with N measurements that

maintain a constant signal-to-noise ratio with various
zenith angles is

N

In T i=_
-- N

(s)

With no weighting function, this reduces to

1 N

In T = _ _, In T,. (9)

The problem is to find the best value for T and Lo from

the series of radio source temperature measurements T'.

A simplification can be made with little loss in accuracy

if we realize that Eq. (8) is insensitive to slight inaccu-

racies in the weighting function L. Expand Eq. (8), sub-

stituting L1 sec_ (where L1 approximates Lo) for the
weighting function,

N

(sec zi ha Lo + In T') L, ......

In T = i=, (10)
N

i=l

With this weighting function, the variance is given by

(Ref. 4)

N

(seczi In L0 + lnT') 2 L, .... =,

'r_ = _:' N - (lnT)=. (11)

L, .... =,
i=1

The value for Lo can be found by setting the derivative

of Eq. (11) equal to 0 and solving. This is the value of
L0 that minimizes the variance for the best fit of T for

a series of measurements.

N

2L1 ...... (sec zi In L0 + In T') sec zi
d(az)- i=, Lo

dLo
L1 ......

i=1

N N see Z

2 _ L, ...... (secz_ In Lo + In T_) Y. L_ .......
i=l i=1 L0

(12)
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Setting equal to 0 and solving,

N N N N

secziL1 ...... _ L1 .... _' lnT_ -- _ L1 .... "' _ L_ .... "' seezilnT_
i=1 i=l i=li=l1T

m_o = N N
E L, ...... E (secz_)2L_ ....... (Esecz_L_ .... z,)2
i-] i -1

(13)

In Lo can be changed to decibels with

Lo (db) = (10 loglo e) In L0. (14)

The atmospheric loss Lo is found in a simple iterative
method. First calculate Lo from Eq. (13) using L_ = 1.

Then calculate Lo using the previous value of Lo for L1.

Two or three steps are sufficient. The equivalent noise

temperature T of the source is then found from Eq. (10).

Eqs. (13) and (10) have been programmed on the IBM

1620 digital computer and will be tried with the next
series of 90-Gc Moon observations.

2. Surface Finish of Millimeter Wave

Components, R.Brantner

The use of electroless chemical plating of metals has

been tried on stainless steel (SS) millimeter waveguides.

The electroless processes are attractive because of their

relative independence of plating uniformity from device

geometry. The process now being used consists of clean-

ing and activating the SS followed by electroless deposi-

tion of copper in increments of up to 40 to 45 tdn. per

step, until the desired thickness is obtained. Rinsing and

reactivating the surfaces prepares the piece for the gold

flash. This final step is self-limiting and produces a

continuous gold film of about 9/An. thick over the cop-

per, deposited by direct chemical replacement. Of the

millimeter and K-band waveguide sections processed to

date, many have shown distinct improvements in inser-

tion losses, while others resulted in poorly adhering films

or in few operating improvements. Tests are being con-
ducted to determine the cause and cure of the faulty

platings.

3. Solid-State Circuits, R.sr,,t,,,

a. Summary. Where space and power requirements

preclude use of vacuum tube amplifiers, an intermediate

frequency amplifier using field effect transistors (FET) is

being studied for possible application as a low-noise

amplifier. Experimental models of a 10-Mc amplifier have
been built and tested.

b. Recent work. Amplifier stage configurations have

been varied in an attempt to improve bandwidths and

noise figure (NF). Typical values of stage gain vary from

6.5 to 7.5 db in the grounded-source mode, so that the

resistors shunting the resonant drain loads of the first

two or three stages contribute to the noise in the ampli-

fier. In an attempt to remove these sources of noise, the

amplifier was modified in part, and then completely, to

the grounded-gate configuration. Interstage transformers

were used for impedance transformation to achieve usable

gains. With all amplifier stages except the first one oper-

ating in this mode, the gain was about 25 db and the NF
was 8.0 db as compared to 33-db gain and 5.9-db NF with

the grounded-source mode, using identical input match-

ing networks and the same over-all bandwidth. The gain
available from a single cascoded pair is not sufficiently

high to improve the NF with the FETs now on hand.

The amplifier was converted back to grounded-source

operation.

The amplifier now has a gate bias adjustment potenti-

ometer for each stage to allow adjustment to maximum

gain. Tests were made of all available FETs of the type

used in the amplifier in order to determine whether the

optimum bias point was approximately the same for each

FET. Optimum bias voltage ranged from -2.3 to + 0.8 v.

This spread is too wide to permit the use of the same

fixed bias for each stage, since doing so could result in

up to 15-db loss in gain. Future models will be set stage

by stage for optimum performance. Since such an opera-

tion is simply and rapidly accomplished, it is felt that

the necessity of this operation is not greatly detrimental

to the potential value of FET amplifiers. Work is continu-

ing on the problem of obtaining an optimum match from

the signal source to the amplifier for both usable band-

width and acceptable NF.
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B. Optical Communications 
Components 

H. Erpenbach 

7 . Superconducting Bo/OmetefS, H. trpenboch 

a. Summary. Investigation of superconducting bolom- 
eters has continued by using the vapor pressure of liquid 
helium as a standard for thermometry measurements. In 
a normal application this would come from absorbed RF 
energy, millimeter wave, infrared, or optical energy that 
the bolometer is intended to detect. Earlier work has 
been reported in previous issues of this volume. 

b. Recent work. The superconducting transition char- 
acteristics of the intermediate state of three selected tan- 
talum thin film bolometer elements have been compared 
to a sample of pure bulk tantalum. The resistance- 
temperature data were taken by simultaneous measure- 
ments of the vapor pressure above liquid helium in which 
the cryostat with the housed element is immersed. The 
1958 helium vapor pressure scale of temperatures (Ref. 5 )  
was used in conjunction with a precision aneroid manom- 
eter, which is sensitive to one part in IO4 and is calibrated 
in milli-degrees, K. 

Fig. 4 is a photograph of the helium vapor pressure 
measuring apparatus showing the aneroid manometer, 

ANEROID hlANOWER- 

Fig. 4. Pressure regulating system 

the pressure regulator, the mercurial reference manometer 
and the ballast volume. The pressure regulator has a 
neoprene diaphragm with an area of 12.5 in. and a valve 
area of 0.2 in. The mercurial manometer is used for 
monitoring the pressure on the reference side of the 
regulator which equalizes to the vapor pressure of the 
helium container. The pressure regulatar is capable of 
holding the pressure-temperature constant to +0.0005°K. 
The ballast volume is large compared to the regulator 
so that a small movement of the diaphragm will not 
change the reference pressure. It also adds a time con- 
stant to the system which prevents oscillation of the regu- 
lator diaphragm when the reference pressure is lowered. 
Fig. 5 shows a diagram of the system used for obtaining 
the data. 

Data were taken with a constant current supply of 
1 pamp with a four-terminal connection on the bolometer 
element. Due to the self-heating of the bolometer ele- 
ments, it was necessary to use very small current to obtain 
accurate data; however, considerable difficulty was ex- 
perienced by potential readings as high as 10 pv across 
the element with no current flowing. At first it was thought 
to be thermo-electric effects, but after more considera- 
tion it was found to be the “Thomson Effect,” which is 
caused, not by the contact of dissimilar metals, but by 
the unequal temperature of two parts of the same metal. 
With metals like copper, the heated end is positive with 
respect to the cool end. This is due to diffusion of elec- 
trons away from the region where the thermal agitation 
is greatest. 

When a loop of copper wire is inserted into liquid 
helium, the measured potential difference across the ends 
is less than 1 pv. However, if two loops of copper wire, 

MANOMETER 

Fig. 5. Apparatus diagram for R versus T 
measurements 

1 5 1  
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each from different sources of manufacture, are connected

in series and inserted into liquid helium, a potential as

high as 10 /_v has been observed. This is due to the

difference in the thermal conductivity of the two copper

wires which could vary from 3 to 70 w/cm°K at 4.2°K.

In our case, the effect was minimized, but not cured, by

making all copper leads to the bolometer element from

the same spool of wire.

Fig. 6 presents the data on the three bolometer ele-

ments and the pure tantalum wire. The curves are nor-

malized in terms of the maximum resistance just above

the transition region. Curve I represents a l-rail tantalum

wire of high purity about 2 in. long and having a resist-
ance of 10 f_ at 25°C. The maximum resistance immedi-

ately above the transition region is 0.7 f_. The transition

through the intermediate state begins at 4.442°K and

enters the superconducting region at 4.402°K, a change

of 0.012°K. This figure compares closely to published

values by other workers. The steepest portion of the slope

represents a change of 70 per °K at R/Rm = 0.1. The

resistance at this part of the curve is 0.07 f_. This cor-

responds to a maximum _ = [1/R(dR/dT)] of 700.

Curve 2 represents a tantalum thin film bolometer

element; it also has a resistance of 10 f_ at 25°C.

The transition through the intermediate state begins

at 4.356°K and enters the superconducting region at

4.318°K, a change-of 0.042°K or 39 per °K at R/Rm = 0.1.

This gives a maximum _ of 390.

Curves 3 and 4 are tantalum thin film bolometer ele-

ments with folded paths 6 in. long, as described in Ref. 6.

Both elements were deposited under the same conditions

with one exception, the No. 1 element was deposited

using a tantalum emitter in the electron gun it, stead of

tungsten. Both elements cover a broad transition range,
and each has residual resistances of 7_ f_ for No. 3 and

6 f2 for No. 4. It is not known whether either element

would enter the superconducting region if the tempera-

ture were lowered below 4.2°K. The steepest slope of

the No. 4 element is 35 per °K at R/Rm = 0.7; similarly

No. 3 element has 10 per °K at R/Rm = 0.5. This cor-

responds to a's of 50 and 20, respectively.

c. Conclusions. The above data accurately compare the

differences between vacuum deposited thin tantalum

films and the pure bulk tantalum. The 10-f_ thin film

element favorably approaches the characteristics of the
bulk material with a difference of 0.084°K between them

on entering the superconducting state, and the _ of 700

for No. 1 and 390 for No. 2. The folded path bolometer

element was designed to have an impedance of approxi-

mately 50 f_ at the center of the transition region. This

we were able to do, but the a's were much lower than

expected of both folded path elements. This reduces the

chance of making a bolometer that will be competitive
in sensitivity with other infrared to millimeter wave
detectors.

1.0

0.8

0.6

_, TANTALUM THIN FILMFOLDED PATH NO.4
1120 9, AT 25°C;

0.4 105 9, ABOVE
TRANSITION

4.20 4.22 4.24 4.26 4.28 4.30 4.32 4.34 4.36 4.38 4.40

TEMPERATURE, eK

Fig. 6. Superconducting tronsition curves for bolometer elements and pure wire

f I ! /
TANTALUM THIN FILM /
FOLDED PATH NO.5 j--

1520 9, AT 25*C; /
I10 9, ABOVE /

TRANSITION! /

-TANTALUM THIN FILM I
I0 9, AT 25°C NO.2 /,e--O.OOI-in. THICK

0.70 9, ABOVE I TANTALUM WIRE
TRANSITION / I0 9, AT 25°C NO. I

I 0.70 9, ABOVE

] _RANSIT,ON

4.42 4.44 4.46

152



JPL SPACE PROGRAMS SUMMARY NO. 37-28. VOL. IV 

C. RF Techniques 
T .  Otoshi, D. White, D. Schuster, and G. levy 

7 .  H-Band Cryogenic Load Development, 
Plating Evaluation, T. Otorhi 

a. Summary. Previous reports (Refs. 7 and 8) have 
described the use of plated stainless steel waveguides 
for H-band cryogenic load assemblies. A thin-walled 
stainless steel waveguide is used to minimize thermal 
conduction from the lower portion of the load, which 
is cooled to a cryogenic temperature, to the top of 
the load which is at ambient temperature. For low- 
loss transmission of microwave energy through the wave- 
guide, it is necessary to plate the inside surface of the 
waveguide with a high conductivity metal or several 
layers of various high conductivity metals. The plating 
is usually kept to less than 200-pin. thickness so that the 
plating will not contribute excessively to thermal con- 
duction. 

This report presents results of an evaluation program 
for determining the effects of various plating materials 
and plating thicknesses on the electrical insertion loss of 
H-band (WR 112) stainless steel waveguides. This study 
is important to the development of improved H-band 
cryogenic loads; the information from this study is also 
applicable to plating H-band maser transmission lines. 

b. Recent work. 
Description of waveguide standards. Stainless steel 

H-band (WR 112) waveguide sections, 12.00 in. long, 
were plated internally and used as standards for elec- 
trical measurements. Two of the precision waveguide 
standards are shown in Fig. 7. Each waveguide section 
has precision stainless steel flanges at each end. The 
waveguides are seamless cold drawn tubings made from 
Type 304 stainless steel of % hardness. The wall thick- 
ness of the waveguides is 0.025 in.; the inside dimensions 
of the waveguides were held to within k0.003 in. of 

t 

Fig. 7. H-band (WR 112) waveguide sections 

the nominal 1.122 X 0.497-in. value. The precision stain- 
less steel waveguide sections were fabricated by the 
Maury Microwave Corporation of Montclair, California, 
and the platings were done by Electronic Plating Service, 
Inc., of Gardena, California, and Anchor Plating & Tin- 
ning Co., Inc., of El Monte, California. 

The surface roughness of the inside surfaces of the 
waveguide before plating affects the finish after plating, 
and therefore the insertion loss. Three surface finishing 
processes were investigated to determine which process 
gave the best surface finish for the waveguide prior to 
plating. For this preliminary investigation, both the inside 
surface roughness and electrical characteristics of the 
waveguides were measured. The results are compared in 
Table 1. It may be seen that the waveguide which was 
electropolished had the best surface finish and the lowest 
insertion loss. Since it was possible to measure the surface 
roughness only 2 in. from each end of the waveguide, 
another 12-in. electropolished waveguide was cut in four 
equal pieces to permit complete inspection of the inside 

Table 1. .Test data for unplated stainless steel waveguide sections (1 2.00 in. long) 

I Description at inside surfaces before plating 1 Electrical test data 

No. 
Part I Finishing process 

UP-1 

UP-2 

UP-3 

Seamless cold drawn tubing 

Same as UP-1 except inside 
surface i s  electropolished 

Same as UP-1 except inside 
surface finished by a 
perfecto-peening process 

Average Total spread of Sir 
insertion loss 

measurements, db I S I 1  I lsnl loss, db RMS surface roughness, pin. 

70 to 100 0.0065 0.0058 0.2092 0.0035 

20 to 35 0.0014 0.0020 0.1601 0.0025 

35 to 45 0.0022 0.0023 0.1689 0.0009 
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surfaces. It was found that the typical surface roughness

throughout the length of the waveguide ranged from 10

to 22/_in. rms with a maximum of 26/dn. rms at a few

localized areas. The surface roughness measurements

were done by the metrology laboratory at JPL.

Test results. For the plating evaluation, all waveguide

sections were electropolished prior to plating. Table 2

shows plating specifications, surface roughnesses, and
measured reflection coefficients and insertion losses of the

standard waveguide sections.

Only the inside waveguide surfaces were plated. A

nickel strike of 20 _in. maximum was required for ad-

hesion of subsequent platings. A thin layer of gold is

often used as the final plating material since it is not

subject to corrosion or oxidation. Part No. -1, shown in

Table 2, has the plating specifications used in the past at

JPL for most cryogenic loads. The surface finish was

determined on a Brush Instruments Co., (Pasadena,

Calif.) surface analyzer by the JPL metrology laboratory.

Only measurements 2 in. from each end were measured.

The frequency of operation for all electrical measure-
ments was 8448 Mc. The reflection coefficient measure-

ments were made using the reflectometer system shown

in Fig. 8. Reflectometer techniques developed by the

National Bureau of Standards (Refs. 9 and 10) were used.

The symbol ISll I in Table 2 is used to denote the mag-

nitude of the voltage reflection coefficient observed

looking into Arm 1 of the waveguide section with Arm 2

terminated in a nonreflecting load; the symbol JSz21 de-

notes the magnitude of the voltage reflection coefficient

observed looking into Arm 2 with Arm 1 terminated in a

nonreflecting load. In practice, if the transmission line

is low loss, I SI_ I and IS221 can be calculated from results

of measurements made using a sliding load. The values
of the reflection coefficients are estimated to be correct

Table 2. Test data for plated stainless steel waveguide sections (12.00 in. long}

Plating description

Part
Material

No.

-1 Nickel

Copper
Gold

-2 Nickel

Copper
Gold

-3 Nickel

Copper
Silver

-4 Nickel

Copper
Silver

Rhodium

-5 Nickel

Copper
Silver

Silver irridite

-6 Nickel

Copper
Silver

Gold

-7 Nickel

Copper
Silver

Stearic acid dip

-8 Nickel
Silver

Gold

Thickness,/tin.

20

120

30

20

150

10

20

50

IO0

2O

5O

100

5

20

50

100
a

2O

50

tO0

10

2O

50

IO0

2O

150

10

RMS surface rough-
ness after final

plating,/tin.

14 to 26

10 to 21

15 to 30

13 to 26

12 to 22

10 to 26

17 !o 40

JSllJ

0.0026

0.0040

0.0016

0.0030

0.0016

0.0140

0.0019

0.0025

0.0038

0.0016

0.0029

0.0016

0.0137

0.0024

Electrical test data

Average insertion

less, db

0.0734

0.0718

0.0836

0.0724

0.0843

0.0435

13 to 28 0.0048

0.0453

0.0055 0.0469

Total spread of six or
more insertion loss

measurements, db

0.0040

0.0025

0.0022

0.0011

0.0014

0.0033

0.0010

0.0013

alrridlte is a surface treatment.

)Stearic acid dip provides an extremely thin coat of wax. It is supposed to have good electrical characteristics.

NOTES:

(1) All Part Nos., except -1, -6, and -7, had rough areas present. The surface roughness of these rough areas ranged from 31 to 46 pin. rms.
(2) All Part Has. except -6 were plated by Electranic Plating 5ervlce, Inc.; Port No. -6 was plated by Anchat Plating & Tinning Co., Inc.
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Fig. 8. H-band waveguide reflectometer system for reflection coefficient measurements 

within a tolerance of kO.0025 .  For the low reflection 
coefficient values shown in Table 2, the corresponding 
VSWR is approximately equal to 1 plus two times the 
reflection coefficient. 

The ac ratio transformer insertion loss set described 
in Refs. 11 and 12 was used for measurement of the 
insertion losses of the waveguide sections. The test setup 
may be seen in Fig. 9. The source assembly was matched 
out to a reflection coefficient of 0.0015, and the load 
assembly was matched out to a reflection coefficient of 
less than 0.008. The insertion loss values given in Table 2 
are estimated to be accurate to within k0.003 db. For 
comparison to the results given in Table 2, the theoretical 
insertion loss of a 12.00-in. length of standard WR 112 
copper (OFHC) waveguide is calculated to be 0.0229 db. 
The skin depth for copper at 8448 Mc is approximately 
28.3 pin. 

From the test data given in Table 2, it is difficult to 
obtain a positive correlation between insertion loss and 
plating. For example, Part Nos. -3, -6, and -7 have nearly 
identical platings and surface roughnesses, but the 
0.0836-db insertion loss of -3 is nearly twice those of -6 
and -7. Using Beatty’s equation (Ref. 13) for the evalua- 
tion of the maximum mismatch errors for the insertion 
loss measurements of the two single attenuators, it is 
found that the maximum possible mismatch error can 
account for only 0.0041 db of the difference between the 
measured insertion losses of the two line sections, -3 
and -6. It is believed that the lack of correlation between 
insertion loss and plating is due principally to the difficul- 
ties in controlling plating thicknesses to sufficiently close 
tolerances. It is difficult to measure the thickness of 
the plating on the waveguide surfaces or to determine 
how uniform the plating is throughout the waveguide 
length. 
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7 
Fig. 9. H-band waveguide insertion loss measurement setup 

Due to uncertainties in plating, it is suggested that for 
future cryogenic load development the insertion loss of 
each cryogenic load transmission line be measured after 
plating. Measurements can be made at ambient tempera- 
ture. Using the measured insertion loss, the effective tem- 
perature of the cryogenic load can be determined to a 
good approximation from the expressions proposed by 
Stelzried (Refs. 14 and 15). 

the tests that were performed. Previous work has been 
reported in Refs. 11 and 12. 

b. Recent work. The ac ratio transformer insertion loss 
set has been recently modified to include a balanced 
mode of operation. The purpose of this mode of opera- 
tion is to suppress audio pickup and reduce ground loop 
characteristics that can cause errors while making mea- 
surements in the field. 

2. AC Ratio Transformer Insertion Loss Set, The balanced mode of operation is accomplished by 
utilizing high-quality, double-shielded transformers in 
the input circuits of the test and reference voltages. (See 
transformers T2 and T3 in Fig. 10.) In order to balance 
the circuit at the bolometer, a standard bolometer mount 

D. White 

a. Summary. This report describes the incorporation 
of an additional mode of operation into the ac ratio trans- 
former insertion loss set and presents some results of 
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NOTE: 

i 
/ 

/ 
/ 

/ / 
i 

/ 
/ 

/ 

j I  

v kLe:f d c T  T 200 vdc T 2  INPUT TRANSFORMER 

TO REFERENCE 
BOLOMETER 

f - 
4 f  
A0 

/ TRANSFORMER 

Fig. 10. Diagram of ac transformer insertion loss set 

\MICA SHEETS 

RF INPUT 

TO TEST 
BOLOMETER 

ALL DIMENSIONS IN INCHES 

BOLOMETER 
CIRCUIT-- BOLOMETER 

ELEMENTS 

SCHEMATIC 

Fig. 11. Mica disk bolometer (balanced 
and floating) 

was modified to use a special balanced bolometer made 
to JPL specifications (Figs. 11 and 12). 

TO ensure that the accuracy of the insertion loss set 
was not degraded by the modification, a switching sys- 

7 

I 
I 

.----I 
I 
I 

ELDEN 8422 C 
IWIFI nFn WI 

Fig. 12. Balanced bolometer assembly 

tem was included to permit switching between balanced 
and unbalanced operation (switches S2A and S2B in 
Fig. 10). The unbalanced mode is essentially identical 
to the original system described in Refs. 11 and 12 and 
can use either conventional unbalanced bolometers and 
bolometer mounts or the new balanced bolometers. 

The precision S-band rotary vane attenuator described 
in Refs. 16 and 17 was used to compare the two modes 
of operation. A typical example of test results at 2388 Mc 
is shown in Table 3. It can be seen that the two modes 
of operation appear to agree to within 0.003 db. 
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Table3. Comparisonof balancedandunbalanced

inputs in insertion loss test set (operating

frequency: 2388 Mc)

Indicated

rotary Measured values a using Measured values a using

vane at- unbalanced input, balanced input,
tenuator db db

setting,
db Run 1 Run 2 Average Run 1 Run 2 Average

1 ! .0011 1.0011 1.0011 1.0011 1.0008 1.0010

2 2.0040 2.0040 2.0040 2.0037 2.0036 2.0037

3 3.0071 3.0073 3.0072 3.0079 3.0073 3.0076

4 4.0100 4.0100 4.0100 4.0111 4.0103 4.0107

5 5.0136 5.0132 5.0134 5.0123 5.0138 5.0131

6 6.0151 6.0146 6.0149 6.0160 6.0156 6.0158

7 7.0152 7.0152 7.01.52 7.0162 7.0165 7.0164

8 8.0147 8.0147 8.0147 8.0174 8.0159 8.0167

9 9.0177 9.0177 9.0177 9.0212 9.0187 9.0200

10 10.0213 10.0207 10.0210 10.0231 10. 0226 10.0229

aA disagreement exists between the measured values of this table and the meas-

ured values of Refs. 2, 3, and 4. This disagreement resulted from gear slip-

pages on the gear train of the rotary vane attenuator readout system. The

gears have now been pinned, but the calibration curve has changed. The meas-

ured values shown in this table should be used only to compare the *'balanced"

and **unbalanced'" modes of operation.

Although the effectiveness of the balanced system has

not been fully evaluated in the field, it was demonstrated

in the laboratory that while operating in the unbalanced

mode, a strong 1000-cycle field near the test bolometer
cable caused the null detector indicator to be driven off

scale. When the switch was set to the balanced mode,

the 1000-cycle field caused a deflection of about 1/_ full
scale on the indicator.

3. Radio Astronomical Polarization

Measurements, D Schuster 2 and G. Levy

a. Summary. Brief polarization tests of some strong

radio sources have been condueted on two previous occa-

sions at JPL (Table 4 and Refs. 18 and 19). The intent

_Deceased.

Table 4. Previous source polarization tests at Goldstone

Source

Cassiopeia A

Cygnus A

Crab Nebula

Omega Nebula

Orion Nebula

Collimation tower test

Apparent polarization, %
(uncorrected for antenna effects)

960 Mc (11

2.2

1.6

3.3

2.4

2388 Mc (2)

0.8

3.0

0.6

<0.4

<10

of these earlier measurements was to determine inherent

antenna system polarization rather than to calibrate
sources, and the tests were too cursory to be of general

interest. More recent measurements have provided rather

precise data which will be of use for future performance

evaluations of DSIF antennas. The preliminary results
from these recent measurements were published in

Ref. 20. Corrections have been made for instrumental

effects of the antenna. The magnitude and position angle

of polarization of several sources are presented.

b. Recent work.

Instrumentation. The radiometer system is part of the

standard Venus site S-band planetary radar system

(Ref. 21). A block diagram of the radiometer system is

presented in Fig. 13. An outline of component location

in the Cassegrain feed support cone is presented in

Fig. 14. The parametric amplifier and radar receiver were
disconnected for the polarization tests, and the monitor

receiver was connected directly to the maser. The maser

is necessary to obtain a suitably low noise figure for the

monitor receiver system. The parametric amplifier was

bypassed to obtain the best possible amplitude stability

with the system operating as a total power radiometer.

The radiometer system temperature was typically 37 to
38°K with the 85-ft antenna at the zenith position. Short-

term (minutes) amplitude stability is about 0.1°K with

the antenna stopped. Peak-to-peak noise jitter is of about

the same magnitude for a 1-see time constant and 1-Mc

bandwidth. Thus, a sensitivity of about 0.PK is available
for some measurements.

The limiting sensitivity for the experiment is caused

partly by the inherent system polarization. At an eleva-

tion angle of 85 deg, there was a minimum residual vari-

ation of system temperature of 0.34°K peak-to-peak due

to rotation of the antenna polarization. This was obtained

with a system temperature of 38°K. With the system tem-

perature increased to 94°K by turning on the noise tube_

the polarization induced variation of temperature was

increased by only 0.01°K. This indicates that the maser

(or receiver) gain is not being affected by polarization

rotation. Fig. 15 is a test record of a measurement show-

ing the residual temperature variation with polarization

rotation at a low (22-deg) elevation angle. Fig. 16 shows

that the temperature variation with polarization rotation
increases as a function of elevation angle to about 1.4°K

at a 12-deg elevation angle. It appears that the residual

minimum 0.34°K peak-to-peak temperature variation is

due to the antenna system. The rotary joints in the wave-

guide feed system are a possible source of the residual
variations. The rotary ioints have been measured several
times and show a VSWR wow of less than 1.01. This was
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_--'--_CASSEGR AIN FEEDHORN

TURNSTILE JUNCT_ARY JOINT

RIZATION

ROTARY JOINT SWITCH

TRANSMIT-RECEIVE
SWITCH

NOISE :_uu_L,r.._5.7 db

IRCULATOR

B_BoNORMAL CONNECTION FOR USE
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Fig. 13. Radiometer system block diagram
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Fig. 14. Cassegrain cone installation
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versus wavelength squared for 3C273

tested at the calibration switch looking toward the an-

tenna through, both rotary joints. Thus, wow does not
appear to be causing the residual variations. These vari-

ations are probably due to' variation in the ground tem-

perature contribution to the antenna temperature caused

by either a quadripod reflection effect or a mesh surface

leakage. It is known that the intensity of thermal emission

from the ground is a strong function of receiver polariza-

tion. Thus, as the antenna elevation angle decreases, the

ground temperature contribution through the sidelobes

increases, and therefore the variation in temperature due

to polarization increases.

Radio source measurements. A complete data run con-

sisted of the following measurements: boresighting in

azimuth and elevation, temperature measurements while
tracking the source, temperature measurements off the

source in both directions of azimuth (to quiet sky regions),

temperature measurement of the source again, a polariza-

tion measurement while tracking the source, a tempera-
ture measurement again; then the antenna was moved

back to the coordinates corresponding to the center of

the polarization test. The system temperature was then

remeasured, a "background" polarization test made, and

the run was complete. The data were reduced by reading

the temperature at discrete feed orientation angles from
0 to 315 deg in 45-deg steps. The temperatures for each

angular orientation were averaged over several rotations.

The effects of instrumental polarization were eliminated

by subtracting the mean off source temperature value

from the mean on source temperature for each orienta-

tion angle. The resultant temperature distribution as a

function of feed orientation angle was approximated by

a sinusoidal least squares fit made on an IBM 7090. The

phase angle and polarization percentages as well as

the standard deviations of these quantities were obtained

for each run. These quantities are tabulated in Table 5.

It was necessary to convert the polarization angle taken
on an alt-azimuth antenna to celestial coordinates. The

paralactic angles 3 used in this conversion are also tabu-
lated.

Mean values for percent polarization and polarization

angle were obtained by using the computed variance

values as weighting factors. The mean standard devia-

tions quoted are those due to random effects only. The
number of rotations on source used for each data ' run

has been tabulated in Table 5. In addition to the random

effects, the estimated probable error due to systematic

effects in polarization angle is ±2 deg. The total prob-

able error of polarization angle is listed after the standard
deviation.

Discussion of results. Since the discover_ of strongly

polarized 3.15-cm radiation from Cygnus A by Mayer,

McCullough and Sloanaker (Ref. 22), many reports of

polarization measurements have been published. Several

excellent papers have discussed the theory and measure-
ments of source linear polarization (Refs. 23, 24, 25,

and 26).

The Faraday rotation suffered by a wave passing

through a magneto ionic medium is given by

0 = 8.1 × 105 X 2 f NBL dL

where 0 is rotation in radians at a wavelength X in

meters by a medium of electron density of N per cm 3

and longitudinal magnetic field BL. If polarization angle

is plotted against 2,2, the points should fall in a straight

line with the intrinsic source polarization falling on the

2,2 = 0 point.

The graphs presented by Gardiner and Whiteoak

(Ref. 24) and Seielstad (Ref. 25) have been combined,

_The angle formed by two great circles passing through the main

beam peak: one includes celestial pole; the other includes the

zenith.
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Table5. Sourcepolarizationmeasurementsat 12.5cm

Polariza- Standard Orientation Parallactic Polarization Standard Probable Number of Antenna

Source Run tion, % deviation angle angle angle deviation error rotations temperature

Orion 1.5

0.5

0.35

1.3

0.5

0.1

Mean 0.36 0.01

36273 1.4

1.5

2.5

3.9

1.9

0.35

0.36

0.75

0.21

0.24

Mean 2.58 1.0

36353 7.0

5.4

5.8

0.8

1.6

0.9

86.7

55.4

126.3

112.3

80.0

99.6

94.9

136.0

129.9

94.7

95.4

--11.4

--29.5

--41.6

--19

-- 36.5

--40.8

-- 50.0

-- 9.67

8.95

--17.8

--17.8

98

84.9

167.8

26.1

28.4

9.4

3.5

5

4

159.5 14.9 15.0 12.5 Total

131

116.4

140.37

144.60

145.67

143.1

121.0

112.5

113.2

Mean 6.3 0.66 113.2

36286 a 8.8 0.65 137.9 --70.4 28.3

b 8.5 0.55 141.1 --67.0 28.0

c 7.8 1.3 145.5 --62.3 27.7

Mean 8.6 0.19 28.15

Hercules A a 4.3 0.35 173.0 -- 46.9 39.9

b 3.7 0.41 78.6 37.4 41. i

c 2.8 0.18 40.4 3.9 36.5

Mean 3.16 0.51 38.3

Centaurus A 1.2

--12.2

-- 15.7

0.16

0.29

0.29

98.1

93.9

99.4

99.3

81.7

84.3

7.0

7.0

8.7

1.6

3.5

3.1

3.29

0.87

0.43

0.26

2.07

1.91

4.45

0.14

2.38

3.18

1.81

1.92

0.61

1.09

1.17

40

37.8

37.8

3.7

3.7

3.7

3.7

3.6

3.7 21 Total

4 3.8

3.5 3.7

3.5 3.7

2.0 11 Total

7.6

7.6

7.2

2.0 16 Total

2.8 12 Total

Mean 7.5 0.16 97.5 0.46 2.1 12 Total

Virgo A 23.3

75.0

3.7

0.08

--56.7

-- 27.4

1.1

0.04

8.62

1.60

79.9

102.3

1.25

1.25

1.25

2.7

2.7

2.8

17.7

18.1

18.0

13

13.1

c 0.53 0.07 38.5 --56.1

Mean 0.71 0.09

Taurus A a 3.70 0.09 47.8 --60.4

b 3.36 0.05 94.9 --23.5

c 2.82 0.13 80.4 --45.4

Mean 3.4 0.14

94.6 4.27 4 13

100.76 2.68 3.3 12 Total

108.2 0.66 3 79

118.4 0.46 4 80

125.8 1.29 5 78

115.27 4.9 5.3 12 Total
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and the work of several other authors (Ref. 27) has been

incorporated in Figs. 17 through 21. In these figures the

measured percentage polarization and polarization angle

were plotted as a function of 2,2. The labeling used is:

(a) Schuster, D.: JPL, these measurements.

(b) Seielstad, G. A., Morris, D., Radhakrishnan, V.:

10.6 cm.

(c) Morris, D., Radhakrishnan, V., and Seielstad, G. A.:

18 cm (Ref. 28).

(d) Seielstad, G. A., and Wilson, R. W.: 21 cm (Ref. 29).

(e) Gardiner, 21 cm

(Ref. 24).

(0 Gardiner, 30 cm

(Ref. 24).

(g) Gardiner, 15 cm

(Ref. 24).

(h) Gardiner, 10 em

(aef. 24).

(i) Mayer, C. H., McCullough, T. P., Sloanaker, R. M.:

9.45 cm (Ref. 23).

F. F., and Whiteoak, J. B.:

F. F., and Whiteoak, J. B.:

F. F., and Whiteoak, J. B.:

F. F., and Whiteoak, J. B.:
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(j) Mayer, C. H., McCullough, T. P., Sloanaker, R. M.:
3.15 cm (Ref. 23).

c. Conclusion. The polarization angles reported here

agree well with the values which exist in the literature.

The quality of the measurements shows that the 85-ft

Cassegrain antenna is a good polarimeter. It is hoped
that the measurement of some of the sources may be of

value in determining the intrinsic source polarization and
the mechanism of depolarization.
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XX. Spacecraft Telemetry and Command

A. Digital Circuit Development
D. Bergens

1. Introduction

The implementation of telemetry and command sub-

systems for planetary spacecraft requires the develop-

ment of a number of circuit functions. In particular, the

telemetry data encoder, command detector, and decoder

consist primarily of the following functional circuit types:

(1) Linear

(a) Amplifiers: buffer, operational, differential.

(b) Analog filters: bandpass, low-pass.

(c) Voltage-controlled oscillators.

(2) Nonlinear

(a) Limiter.

(b) Phase detector.

(3) Switching

(a) Analog multiplexing (signal interface).

(b) Digital (control interface).

(c) Latching (with memory).

(4) Digital

(a) Memory (flip-flop).

(b) Decision (gate).

(c) Gain (driver).

(d) Combinations (sequencer, counter, etc.).

The continuing use of these circuits in various telem-

etry and command subsystems opens the door to the

possibility of circuit standardization. A number of reasons

can be given for standardization at the component and
circuit level:

(1) System analysis and synthesis techniques can be

applied at an earlier point in the project schedule
when known circuits are used.

(2) Well established interfaces of standard building

blocks allow the implementation of subsystems
with ease and confidence.

(3) Hasty circuit design with insufficient testing or

repetitive design is eliminated.

(4) Logistics of component procurement are simplified,

and quality assurance at a higher confidence level

is possible when larger quantities of fewer types

of components are used.
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(5) Circuit manufacture and testing can be systemized

for speed and better reproducibility.

(6) Logistics and cost of spares stockpiling is mini-
mized.

These advantages are somewhat offset, however, by

the fact that a subsystem constructed of standard circuits

can not be optimized for minimum size, weight, or power.

This is a disadvantage of varying degree depending on

the individual subsystem and the number of standard

circuit types av_ulauJc.l^L1-A_t,uu_h t,_ piu_ and cons of

standardization, in general, are likely to be debated for

some time, there appears to be considerable net advan-

tage to standardizing circuits for synthesis of spacecraft
telecommunications subsystems.

The advent of pulse code modulated (PCM) telemetry
and command techniques in recent years has resulted

in subsystems largely implemented by digital hardware.

The trend to digital on-board data handling is also in-

creasing. Thus, due to the high usage of a limited number

of circuit _ '" ' .... ' circuitry ' ........ '-- ilrstIUIIC[1L)IIS, Ulgltal DGGRIIIG tll_

candidate for standardization.

Analog multiplexing was considered a serious problem
area when it was done with electromechanical devices.

A solid-state analog switch development was reported

in SPS 37-17, Vol. IV. A more recent development utiliz-

ing photon coupling of the drive signal will be described

in a later issue of the SPS. There has also been develop-

ment effort applied to perfecting a sequencer to drive

the analog switches and to digital switches for isolated

control interfaces. To date, these represent the areas of

circuit advanced development activity. They comprise a

majority of the circuits required in the telemetry and

command subsystems. This report will describe past

digital circuit development activity to lay the ground
work for present work which will be described in sub-

sequent SPS issues.

2. Choice of Logic Implementation

In 1960 the task of acquiring a compatible set of digital
circuit modules suitable for spacecraft telecommunica-

tions use was undertaken. The primary circuit require-

ments were: high reliability, low power, conservative

design, good logic capability, and minimum weight. When

a survey of commercially available circuit modules proved
fruitless, a custom design effort was started. Considerable

study into the relative advantages and disadvantages of

various types of digital circuits resulted in the. selection
of the diode transistor logic (DTL) and inverter gate, and

a set-reset-trigger (SRT) capacitor-coupled flip-flop. A

driver and a monostable flip-flop were added to complete

the family. Other logic types considered, and the reasons

for their rejection, are discussed below.

Direct-coupled transistor logic (DCTL)

(1) Limited fan-in and fan-out.

(2) Small logic swing.

(3) Poor noise margin.

(4) Stringent requirements on transistor parameters.

(5) Too many transistors required.

Resistor transistor logic (RTL)

(1) Limited fan-in and fan-out.

(2) Slower than hand DTL.

(3) The output clamping required for good design in-

creases power considerably.

Nonsaturating logic

(1) Generally higher powered than nand DTL.

(2) Too many transistors.

(3) Unusual logic levels.

(4) Small logic swing.

(5) Noise immunity questionable.

(6) Reference voltage required.

Diode transistor nor logic (nor DTL)

(1) Slower than nand DTL.

(2) The turn-on and turn-off times are unequal and dif-
ficult to control.

(3) The output clamping required for good design in-

creases power considerably.

(4) Not as compatible with a flip-flop as the nand DTL.

The choice of the capacitor-coupled flip-flop was quite

definite. The alternate choice, a direct-coupled flip-flop,

does not provide temporary storage. The two-phase con-

figurations necessary for shifting and counting require

excessive power and too many transistors. Four-transistor,

complementary flip-flops were not considered practical

at that time because of the difficulty in getting NPN and
PNP transistors with matched characteristics.
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Sterilization temperature 
Temperature ond humidity 

Space flight temperature 

Transportation temperature 

3. I 00-kc Digital Circuit Development 

Specifications’ were written defining the four cir- 
cuits. System data rates were not expected to exceed 
IO5 pulses/sec, so 100 kc was chosen as the maximum 
repetition rate with a 2-psec propagation delay per logic 
stage. Power was specified at 10 mw or less per circuit. 
Contracts for the circuit design and prototype cordwood 
module fabrication were given to Delco Radio and Space 
Electronics Corp. (SEC). 

4- 125°C for 24 hr. Nonoperatianal. 
+72”C at 95% humidity for 4 hr, and 
0°C at 95% humidity for 4 hr. Opera- 
tional. 

atmospheric pressure of lo-’ mm Hg. 
Operational. 

+65 and -10°C for 1 hr each at an 

-54Y for 4 hr. Nonoperational. 

The circuits were designed to ensure reliable operation 
with normal component, voltage, and temperature vari- 
ations. Limit tolerance values were used in the design 
equations with allowances for long term component 
degradation. The equations were solved by hand compu- 
tation. Each circuit was breadboarded with limit value 
components to check the design. Other breadboard cir- 
cuits were built with nominal value components. This 
“worst-case” technique is feasible for digital circuits, in 
which the dc levels are re-established in each stage. 

Transportation vibration 

Flight vibration 

The circuits were fabricated by the cordwood method 
into modules with weldable leads. The Delco mod- 
ules have welded ribbon connections. They were en- 
capsulated in Stycast 1090, a microballoon filled casting 
epoxy with very good characteristics for spacecraft appli- 
cation. The components were soldered between two 
etched circuit boards in the SEC modules. The interior 
of the SEC modules was foamed, and a hard resin used 
as an outer coating. This method proved unsatisfactory 
when some of the modules developed cracks after the 
sterilization temperature. The prototype modules (Fig. 1) 
were subjected to the applicable environmental type ap- 
proval tests of Mariner A Specification 30218, which are 
listed in Table 1. The only failures were the cracked SEC 
modules. The Delco modules proved completely sound. 
There was no difficulty with the welded or soldered con- 
nections. 

5-g peak, sweeping sinusoidal, 2 to 500 
cps. 1 hr per plane. Nonoperational. 

15-8 rmr noise. Operational. 

Extensive testing of the electrical characteristics of the 
circuit modules was conducted at JPL. The circuits were 
tested for drive capability or fan-out to the other circuits 
in the family, noise immunity on power and signal lines, 
power dissipation, triggering thresholds, repetition rate, 
etc. The prototype modules were used to put together 
typical digital machines including: counters, shift regis- 
ters, code generators, and an arithmetic multiplier in 
order to test the circuits in practical applications. 

‘JPL Specification 30344: Bistable Multivibrator Module. 
JPL Specification 30345: Monostable Multivibrator hlodule. 
JPL Specification 30346: Digital Logic Gating Module. 
JPL Specification 30347: Digital Driver Module. 

Handling shock 
Shock test 

Static acceleration 

Fig. 1. Delco and SEC digital circuit modules 

Four 100-g shocks in each plane. Nonoper- 
Drop test. 

ational. 
14 g for 5 min in each plane. Operational. 1 

To summarize the results of the test program generally, 
the SEC circuits were slightly better than Delco’s, but 
Delco did a much better job of packaging. Consequently, 
the SEC circuit design was selected for further develop- 
ment and trial. These circuits were committed to etched 
cards for laboratory breadboarding of spacecraft subsys- 
tems. Although the circuits were designed for low power 
spacecraft use, they have performed well in small labora- 
tory systems. The circuits are not recommended for gen- 
eral ground support equipment (GSE) use, however, since 
they were not designed for a noisy ground system elec- 
trical environment or for driving long lines with the asso- 
ciated stray capacitance. 

a. Tester. Delco Radio was contracted to develop an 
automatic module and card tester for the SEC 100-kc 
circuits. It was designed to detect failures and certain 

Table 1. Mariner A environmental tests 

I Shock I 
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forms of marginal operation by measuring the rise and 
fall times, and the zero and one levels of the circuit under 
test; if any of these parameters are out of tolerance, an 
indicator light turns on. It also measures the delay time 
of the single-shot circuit and displays the time on three 
numerical indicator tubes. The digital circuit on test is 
operated at near-marginal drive, load, and power supply 
conditions. The tester, shown in Fig. 2, has given reliable 
performance in the laboratory since July 1961. 

b. High-reliability redesign. The SEC circuits were 
used by Motorola in the Mariner A command subsystem. 
When Mariner A was converted to Mariner R in Septem- 
ber 1961, great emphasis was placed on the use of high- 
reliability Minuteman type components. It was decided 
that the new mesa or planar passivated transistors would 
be more reliable than the grown or alloy junction types 
used in the SEC design. Motorola was therefore directed 
to redesign the flip-flop, gate, and driver circuits to in- 
corporate high-reliability parts. 

The redesign was fully “worst-cased” for temperature 
and power supply variation, component tolerances, and 
aging. Fan-out and power remained the same as in the 
original design, but the maximum frequency of operation 
was reduced to 45 kc due to transistor speed limitations. 
A suitable planar transistor of higher speed was not 
available at the time. Motorola packaged the circuits in 
%-in.3 cordwood modules with the components soldered 
between small etched circuit boards. The modules were 

1 
1 

I 
t 1 

encapsulated with Stycast 1090, the casting epoxy that 
was used successfully by Delco on their modules. 

The flip-flop, gate, and driver circuits of the high- 
reliability redesign are shown in Figs. 3, 4, and 5. These 
circuits, packaged in %-in.3 cordwood modules, were used 

TRANSISTOR : 
FAIRCHILD 2N956 

FAIRCHILD FD-126 
+6 V, A570 DIODE: 

T S I  T TS2 

Fig. 3. 45-kc set-reset-trigger (SRT) 

Fig. 2. 100-kc automatic digital circuit tester 

+6 v, 2 5 %  
? 

I 
I 
I 
I 
I -6 v, f5% 4 

TRANSISTOR : FAN-IN EXPANDABLE 
FAIRCHtLD 2N956 TO 20 

DIODE: 
FAIRCHILD FD-126 

Fig. 4. 45-kc nand gate 
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0 

0 IA 
I- 

P 

360 pf 

I I  
6 . 3 4  K 

I I  0 

I 

I Oh 
0 

&. I ‘O’O 

6 
-6 V, 

* 5 70 
TRANSISTORS: 

Q I ,  FAIRCHILD 2N956 
Q2, FAIRCHILD 2N995 

Fig. 5. 45-kc noninverter driver 

in the Mariner R command subsystem and the Mariner B 
command and data encoder prototype subsystems. They 
are currently being used in the Mariner C command and 
data encoder subsystems. A gated inverting driver (Fig. 6) 
was added to the circuit family for the Mariner C com- 
mand subsystem. A prototype “single channel” command 
subsystem (Fig. 7 )  was recently fabricated using this 
logic family. 

4. 2-Mc Digital Circuit Development 

Sect. 334 became involved in pseudonoise (PN) coded 
ranging research late in 1961 when it was assigned the 
responsibility for the spacecraft ranging code generator. 
The 1-Mc clock rate of the ranging system required the 
acquisition of higher speed circuits to support this ac- 
tivity. An unsuccessful search for commercial modules 
suitable for spacecraft use resulted in undertaking another 
custom design. 

A specificationZ was written, and a contract was sub- 
sequently given to Motorola for the development of a 
2-Mc digital circuit module family. The family, as speci- 
fied, consisted of a universal flip-flop, nand gate, inverting 
and noninverting drivers, and a clock shaper. The main 
goal of the design was to meet the spacecraft ranging 
requirements. Thus, it was decided that the 2-Mc family 
need not be completely compatible with the lower speed 
family since this would have imposed severe constraints 
on the already difficult “worst-case” design requirement. 

‘JPL Specification 30894: High-speed Digital Circuit Modules. 

t 6 V, f 5 O/o 

P 

I 
I 
I 
I 
I +‘ 

FAN-IN EXPANDABLE 
TO 20 

-L I -  32.4K 
I % 

b 
-6 V, f5% 

TRANSISTOR: 
FAIRCHILD 2 N 9 5 6  

DIODE: 
FAIRCHILD FD-126 

Fig. 6. 45-kc and inverter driver 

Fig. 7. Single channel command subsystem 

The Motorola design was “worst-cased as before under 
close monitoring by JPL. Careful attention was given to 
component tolerances and end-of-life degradation. A new 
high-speed switching transistor was used to enhance the 
efficiency of the circuits. Figs. 8 through 11 are schematics 
of the final circuits that evolved from the design. The 
power consumptions of the circuits are gate: 18 Mw, flip- 
flop; 45 Mw, drivers: 80 Mw. Motorola packaged these 
circuits in the same manner as the lower speed modules 
described. 

The 2-Mc circuit modules were subjected to electrical 
and environmental tests based on the Mariner B Type 
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+6 v, _+5%

l

Q o

IK IK
I% I%

15 pf 15 pf

A 9,K !o,,, l

_' -6 v, _+5%
39K 39K

%'J" il "_

5% 5*

DIODE: -II +6 _+5% I
FAIRCHILD 27 pf 27 pf

FD-126 T

o_

2.2K
---IH---'._--_ c

5%

TRANSISTOR:
FAIRCHILD
2N2369

Fig. 8. 2-Mc flip-flop

+6v, +5%

6.98K
I%

C LAI
r_l

33 pf

---t
•._l 3.65K
F"l _

I%

52.5K
I%

1.65K
I%

-6 v, ::!:5%

FAN-IN EXPANDABLE
TO 20

TRANSISTOR:
FAIRCHILD 2N2369

DIODE;
FAIRCHILD FD-126

Fig. 9. 2-Mc nand gate

Approval Environmental Specification 30257. The en-

vironmental tests that were performed are listed in

Table 2. No failures were noted.

Motorola established an electrical test procedure for

production testing. The tests were designed for "worst-

case" operation, but the test limits were less than the

+6 v, +5%

5.24K
I%

LJl
C Ir'_

C i-ql

TRANSISTORS:
01 AND Q3,FAIRCHILD 2N2369

O2, FAIRCHILD 2N995

DIODE:
FAIRCHILD FD-126

BZ_a 3_
I Yo ---56 pf _ I

3.

' "1% I",_- ) o

5%

1
-6 v, :1:5%

Fig. 10. 2-Mc noninverter driver (and)

+6 v, +5%

0 I_

C r'_

:422K
I%

\ I%

10_ 10_
5% 5%

3.3 /.Ll T--

_" BZlllPf

3.09K
I%

Q 1.65K
I I%

56 pf
II

8259.
I%

,-j.

TRANSISTORS:
QI AND 03, FAIRCHILD 2N2369
Q2, FAIRCHILD 2N995

DIODE;
FAIRCHILD FD-126

825_

I%

-6 v, --.5%

Fig. 11. 2-Mc inverter driver (nand)

design value, to allow for end-of-life changes without

logic failures. Table 3 is an example of the flip-flop tests.

Many other tests were performed by Motorola and JPL
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Handling shock 
Space flight shock 
Stotic acceleration 

Table 2. Mariner B environmental tests 

Drop test. 
Five 200-g shocks. 
14 g. Operotional. 

I Temperature I 

Space flight vibration 

Sterilization temperature 
Temperature and humidity 

Complex wave, 10 g. Operational. 

Space flight temperature 

36 hr at -t 145'C. Nonoperational. 
4 hr at 0°C and 95% humidity. 4 hr at 
+52"C and 95% humidity. Nonoper- 
ational. 

4 hr at - 10'C and lo-' mm Hg. 12 day at 
+75'C and lod mm Hg. Operational. 

in addition to the production tests. This included tests for 
electrical compatibility with the other circuits, propaga- 
tion delay, and noise immunity. The noise immunity was 
specified at 1 v on power or signal lines. This require- 
ment imposed severe constraints on the design, but was 
finally met under nominal conditions. An unexpected 
source of difficulty was the effect of capacitive coupled 
transients on the flip-flop outputs (collectors). The driver 

Table 3. Flip-flop tests 

I Test 

Repetition rote (no load) 
One level (no load) 
Zero level (maximum dc load) 
Rise time (maximum capacitive load) 
Fall time (maximurn copocitive load] 
One level (no load) 
Zero level (maximum dc load) 
Minimum trigger pulse (maximum 

capacitive load) 

Temperature, O C  

+ 25 
-10 
-10 
-10 
- 10 
+ 80 
+ 80 + 80 

Test limit 

A 4.95 v 
4 0.3 v 
4 loops 
6 320 11s 
1 4 . 9 5  v 
4 0.3 v 
6 4.0 v 

outputs have very fast transition times (20 psec) which, 
with a small amount of stray coupling, to flip-flop out- 
puts, caused the flip-flop to change state. The flip-flop 
was desensitized to reduce this effect. Care must be taken, 
however, in the routing of the driver output lines, as 
stated in the Motorola final report. 

After evaluation of the circuits, the Motorola contract 
was extended for the fabrication of more modules which 
they assembled into a ranging sequence generator. The 
sequence generator, requiring 104 modules, was pack- 
aged in two 14-in. Mariner B subassemblies. Fig. 12 

Fig. 12. Ranging coder sequence generator subsystem 

172 



JPL SPACE PROGRAMS SUMMARY NO. 37-28, VOL. IV 

Circuit 

shows the subassemblies open for inspection. The gen- 
erator underwent temperature and power supply voltage 
variation tests at Motorola under the provisions of the 
contract, and its performance easily met the test limits 
set forth in the specification. The generator is currently 
on life test at JPL and will be used for laboratory and 
helicopter ranging tests. 

~~ 

Input (unit load) Output (unit load) 

The 2-Mc circuits have been committed to circuit cards 
for laboratory use with the same card format as the 
100-kc family. Circuit functions, where comparable, are 
on the same pins. The 2-Mc cards have proved satisfac- 
tory in laboratory breadboard systems, although they are 
not recommended for GSE use for the reasons given 
previously. 

And inverter gote 

a. Circuit tester. Motorola was contracted to design 
and build an automatic tester for the 2-Mc family 
(Fig. 13). The tester samples the output of the circuit 
under test at a specific time after an input transition and 
determines if the output has reached the required logic 
level. If so, the tester indicates good operation; if not, 
poor. The test is performed at both logic levels. The input 
sensitivity or trigger threshold is also tested since the 
input transitions are near “worst-case.” Maximum load 
is applied to the output of the circuit under test, and 
the circuits are automatically tested in all modes of oper- 
ation. The tester will accept the 2-Mc moddes or cards. 
It has performed satisfactorily since delivery in Decem- 
ber 1963. 

1 / 3  4 / 3  

Fig. 13. 2-Mc automatic digital circuit tester 

5. Mating the Two Logic Families 

Compatibility with the low-speed circuits was not a 
design constraint on the 2-Mc family. An attempt was 
made, however, to be as compatible as possible without 
imposing severe constraints. The same type of diode- 
transistor logic and the same type of flip-flop was used. 
This makes it possible to interconnect the circuits even 
though the loading is different. Table 4 is a load list 
which is used as a guide to the interconnection of the 
families. A unit load is the load of a 2-Mc gate input. 
The 45-kc or 100-kc circuits 2re listed with their inputs 
and fan-outs adjusted to be equivalent to the 2-Mc unit 
load. These loading rules are for “worst-case” operation 
at temperature and power supply extremes. 

Table 4. Digital circuit family 

I 2 Mc 

Circuit 

And inverter gote’ 
Flip-flop 

Trigger (7) 

Set or Reset (S, R) 
Control (C or e) 

And noninverter drivel 

And inverter driver 

Input (unit load) 

1 

4‘ 

3c 
3b  
2 

2 

Fan-out 

Four unit loads’ 
Ten unit loads and C 

or 5’ 
Exception: only two S, R, 

or T flip-flop inputs 

30 unit loads 
Exception: eight T 

flip-flop 
3 0  unit loads 
Exception: eight T 

flip-flop 

I 45 kc (odiusted for 2-Mc unit loadl 

Flip-flop 
T 
S or R 
TS 

Noninverter driver 
And inverter driver 

2/3‘ 
2/3‘ 
1 / 6  
2 / 3 ”  

1 

4 / 3 h  

5 
5 

‘Up to ten gate collectors can be paralleled using one local resistor. 
b 2  unit loads when 1 i s  driven by a gate or flip-flop. 
C45-kc circuits will not drive the 2-Mc ac inputs reliably due to incompatible rise 

‘Double unit load ratings when driven from 2-Mc circuits. 
*Driver should not be connected to 2-Mc flip-flop output; loads “1” level too 

!Will drive only one low speed ac input (flip-flop). 
OWhen driving flip-flop T input, one gate can also be driven. 
”Only one 45-kc noninverter driver rsoardlerr of other loads. 

times. 

much. 

6. Computer Analysis 

Computer design and/or analysis of electronic circuits 
is a useful tool for the design engineer and is currently 
being explored by several groups at JPL. The Mariner C 
flight project has recently supported a computer analysis 
study of the circuits in the data encoder. This included 
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the 45-ke and 2-Me digital families. The study was con-

ducted by Texas Instruments, the manufacturer of the
Mariner C data encoder.

The circuits were analyzed to determine performance

limits and to discover areas in which performance is

marginal. Steady-state dc operation and sinusoidal ac

operation were examined where appropriate. Six tasks

were performed in the computer analysis of each circuit:

(1) Each circuit was examined to determine the type

of analysis required. Computer analysis of some

circuit types is not presently practical; others re-

quire only dc analysis. Those not analyzed by com-
puter were checked by standard hand methods.

(2) A set of simultaneous equations was prepared to

provide a mathematical description of the circuit.

The equations were based on loop currents or node

voltages. Equivalent circuits were used to charac-

terize the active components. Finally, the set of

equations was arranged in matrix form for com-

puter solution.

(3) Parameter data for all components was compiled.

For each parameter the nominal values, maximum

and minimum, and end of life limits were deter-
mined.

(4) The circuit equations were solved on the IBM 1620

or 7090 computers with all parameters set at nomi-

nal; this enabled the analyst to check the circuit

equations, Fortran coding, and nominal parameter

data prior to performing a "worst-case" analysis.

(5) The circuits were "worst-case" analyzed on the

IBM 7090 computer by means of the Mandex pro-

gram. It determines the parameter setting which

gives the "worst-case" solution for each output,

sets the parameters accordingly, and computes the

"worst-case" outputs. The parameter settings are

determined by computing the partial derivative of

each output with respect to each input parameter.

The computer then uses the sign of the partial de-

rivative to determine the limit at which each input

parameter must be set to give the "worst-case" for

each output. The percent of change ("worst-case")

of any output variable, as contributed by varia-

tion of each input parameter, is read out. The
input parameters which are most critical can

hereby be determined.

(6) Finally, the resulting data was examined, and each

output was compared with its performance re-

quirements to determine whether the circuit met

the specification; and, if not, what could be done

to improve its performance. Only steady-state dc

computer analysis was made on the 45-kc and

2-Me digital circuits due to lack of a transient

.analysis program and reasons given below. All the

digital circuits were judged satisfactory, and no

changes were recommended.

As a result of the analysis, some changes were made

in the analog and power supply circuits; however, the

analysis proved of major value for digital circuits where

wave shape and level restoration take place at each out-

put. With analog circuits the tolerance errors must be

assumed additive from circuit to circuit, thus degrading

to unreasonable levels the accuracy of any chain. Conse-

quently, the primary value of the analysis presently lies

in optimizing the individual circuit and not in predicting

over-all performance of the system.

As a design tool the analysis program has two major
drawbacks. First, there is no completely satisfactory pro-

gram for transient analysis at present. This does not affect

the usefulness of de or sinusoidal analysis, but it leaves

questions unanswered in a very important area. A lim-

ited amount of information may be gained by hand analy-

sis on the simpler circuits, such as gates or flip-flops, but

generally many simplifying assumptions must be made.

The second limitation affecting the results of this pro-

gram was the lack of reliable and useful component
data. Difficulty was experienced obtaining transistor data

at actual operating points. End-of-life data on transistors

are nearly impossible to get, resulting in pessimistic esti-

mates which probably penalize the circuits unnecessarily.
It is felt that actual end-of-life tolerances on resistors

would be much lower if properly defined and docu-
mented.

7. Future Digital Development

The 45-kc and 2-Me logic families described in this

article reasonably satisfy present digital requirements of

spacecraft telemetry and command subsystems. Circuit

development for future planetary spacecraft systems is

based on the following tenet: reliability must be im-

proved. Redundancy at some level is the best way to

improve reliability, but certain changes must be made
before it can be used to the maximum. It is unrealistic

to expect any greater percentage of future spacecraft

power, weight, and volume for telemetry and command

than is used now, because the other subsystems will have

increased requirements also. Therefore, the only way to

design for redundancy is to "shrink" the circuits so that
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the redundant system fits in the same power, weight, and

volume envelope as the nonredundant system which it

replaces.

The integration of a complete circuit into a single

piece of silicon semiconductor material is one method

of achieving this miniaturization. Evaluation of commer-

cially available semiconductor integrated circuits is now

in progress. Some of these circuit families look promising

for future use, and custom design may not be necessary

unless there is sufficient need for extremely low power

circuits. There is also a development underway which

will integrate the analog multiplexing switch. These

activities will be reported in subsequent issues of the SPS.
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XXI. Communications Systems Research

A. Mathematical Research

A. M. Garsia, L. Harper, and E. C. Posner

1. Some Bounds on Best Uniform Linear

Approximation, A.M. Co,,_o

a. Summary. Ref. i introduced an approximation prob-

lem whose solution would simplify the construction of

antenna drive tapes. The problem was: "If n functions,

unknown, are stored in a computer, and a family of

possible orbits must be approximated by linear combi-

nations of these functions to within a given accuracy

(determined as half the antenna beam width), then how

many functions are required, and which functions should

they be?"

This paper solves the problem, in the sense that good

upper and lower bounds on how well one can and can

not approximate families of functions with given n are
obtained. In the case of families of orbits, the results

are precise enough to solve affirmatively a conjecture of

Crawley in Ref. 1.

b. Preliminaries. Let f_ be a compact space and x be

a variable point of f_. Let F be a given family of real-

valued continuous functions f (x) defined on fL Suppose

that F is compact with respect to uniform convergence.

We consider the problem of obtaining bounds on the

best approximation of the functions of such a family F

which can be achieved by means of linear combinations
of a certain fixed number n of continuous functions

_(x), _(x), • • • ,_,(x) defined in fL

To introduce our problem in a more precise way,

we shall have to proceed by steps. Given a system

Oa (x), 4'_ (x), • - - , _, (x), for each f e F we may wish to

see how well f can be approximated by

Y, c_4, (x)
i=a

for some choice of cl, c_, • • • , c,. In other words, we are
led to calculate

f (x) -- _ c,,k, (x) I (a.1)Max
tefl /=1 I

Clearly, that particular choice of ca, c=, • • • , c, may not

have been optimal for this f, which leads us to consider

Min Max f(x)- _ c,ep,(x) l (a.2)
C1,¢2, • - • _C_ .¢£fl i=l
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On the other hand, it is important to see what large values

this error may assume as f varies in F. We thus have to
calculate

M_(q,l,,],2, ' ' " ,_b_)= Max Min Maxl [(x)
feF cl,''',cs xefl

-- i=,_ c,_bi (x) l • (a.3)

Finally, the system 'k, (x), ¢k2(x), • • • , _n (x) itself may

not have been chosen in the best possible way with re-

spect to the problem of approximating the functions of F.

Thus, we are led to consider the quantity

Mn= Inf Max Min Maxl/(x )- _ c_(x) l.
_,...,_,, feF c_,...,c. _'e_ i=1

(a.4)

In this paper we shall be concerned with the problem

of obtaining estimates for Mn given the family F. It is

easy to see from the form of Eq. (a.4) that, in practice,

upper bounds for Mn may be easier to obtain than lower

bounds. In fact, to obtain an upper bound we need only

estimate from above the quantity in Eq. (a.3) for some

natural system _bl, 6__, • • • ,_,. For lower bounds, the

difficulty arises from the fact that in some fashion all

possible systems q,l,q,2, "" " ,6n have to be taken into

account. It thus would seem that very little can be said

in this direction without making some further assump-

tions concerning the families F.

We have encountered the surprising fact that some

interesting and rather sharp upper and lower bounds for

M= can be obtained without restricting in any way the

generality of the families F considered.

Before stating our results we shall need to introduce

a notation. For given choices of fl (x), f2 (x), • • • , f_ (x)

in F and xl,x,, • • • ,xn in f_, we set

Dnif1, • • • , fn; • • • ,xn) = detl [1(xl)''" fn(x,)

fn(xn)

Our main estimates can be given in terms of the quan-
tities

Dn = Max
h, • • • ,f.e_"

z1, • • • ,Z_$Q

on (fl, - - • , f., xl, " • ,x.).

In fact, the following theorem holds.

Theorem a.1. For any family F and Jor all n we have

D,_.I Dn÷]
M_ _ -- (a.5)

2(n + 1)_D_ -- -- D.

where these bounds are to be interpreted as zero iJ the

numerators vanish. The most interesting particular case,

from the point of View of the applications (Ref. 1), is

obtained when _ is the interval [ - 1, 1] and F is the one

parameter family of functions obtained by letting y vary
in [0, 1] in the expression

1

f(x,y)- 1-xyE for some0<E<l. (a.6)

Even in this simple case, the bounds in Eq. (a.5)

(although they can be shown to be quite close to each

other) are somewhat hard to evaluate. For this reason

we have been encouraged to develop some other lower

bounds, perhaps weaker, but more amenable to compu-

tations. This we have succeeded in doing in a setup which

is general enough to include Eq. (a.6) as well as many

other interesting cases.

We shall consider families F obtained from a function

f (x,y) by letting y vary in some compact space A and
we shall assume that

(1) [ (x, y) is continuous in f_ X A.

(2) Both f_ and A are finite measure spaces

which, for convenience, are supposed nor-
malized to have total measure one.

(a.7)

The lower bounds for M, will be expressed in terms of

the quantities

det_ xl' yx) " " " /(xl'Y_) I

X dy_ '' dyndx_''" dxn. (a.8)
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In fact we shall show:

Theorem a.2. Under the sole hypothesis (a.7) for all n
we have

M, _ 1 Minrr" . . . F,+Ij (a.9)--2(n+l) _ L_-_ ' ' P--7 "

Essentially this result amounts to having replaced D,

by Pn in Eq. (a.5). Since the operation of taking an aver-

age is more accessible than that of taking a maximum,

we may expect that in general the bound in Eq. (a.9) will

be a simpler one to deal with. Starting from the estimate

in Eq. (a.9), we shall obtain a proof of a conjecture made

by P. Crawley in Ref. 1. We shall indeed show that

when F is the family defined by the function in Eq. (a.6),
there is a 0 < p < E such that for all n

M. _ p". (a.10)

Acknowledgement. The author is indebted to Dr. O.

Taussky-Todd for stimulating advice.

b. Some inequalities on the variation of a determinant.

We shall begin by establishing some auxiliary inequali-

ties which are interesting in themselves. These concern
the variation of the determinant of a matrix whose ele-

ments are varied slightly. To be specific, let A = Ira,ill,
B = Ilbiill be two n X n matrices; we propose to estimate

[det (A + B) -- det A I

when we are given that

Ib.I-- a V/,i = 1,2, •. • ,n.

We shall have to distinguish two cases depending on

whether or not we want to assume that det A :_= 0. (We

owe this observation to Dr. O. Taussky-Todd.) For a

given matrix A and for a choice of integers

we set

v; il, i2,''',iv; il, i._,''',iv

A4,,#,'",J_ = det Ifa,h, Jkll, h,k -- 1,2, • • • ,v. (b.1)
I1_ _2, - . , Jl.

while

_Ab, _2.''", s_
tl, 12, • • •, iv

will denote the complement determinant, namely the

determinant of the matrix obtained from A by deleting
the rows i_,i.,, - • • ,i_ and the columns j],j_, " " " ,J_.

In the case that detA =/: 0 we shall obtain our esti-

mates in terms of det A and the (n - 1) X (n - 1) deter-

minants "A_. In the other case we have been unable to do

the same. Our best estimate involves all the quantities

in (b.1). It would be interesting to find out whether or

not, when det A --- 0, the size of all the quantities in (b.1)

must necessarily play a role in the estimates.

Our point of departure is the formula

det(A+B)-detA= _.
Y=l l_il<" "" <it,_n

X (--1)i ...... _+s ...... # _A_, ...,# BJ,,-.-,i, (b.2)
Zl, " " _ i_ il, " " , ie "

This is established by Laplace expansion of each of the

2 _ determinants obtained from A + B according to the

rows (or columns) of A.

For convenience of notation, set

3'. = IdetAI, v.-_ = Maxl_A_l .
i,j

Our first estimate can then be stated as follows.

Lemma 2.1. There exists an increasing function f(x),

which may be taken to be

oo

E x
V=l V! '

such that if detA:/:O and Ib.J_aVi, i then

Idet(A + B)- deta I _n_y._lAf(Y"-_lnzA)k yn
(b.3)

Proof. Let us first assume that A is the identity matrix

and [b.l--_. Then from Eq. (b.2) and Hadamard's

inequality, we obtain

(v)Idet(I+A)-i I_ _, 8v(_)_
I)=1

We then have

(n'_ 8v(V-_)_ _ n(n-- 1)''' (n--v + 1) (nS) _
_:_\v/ _:_ n _

v! -- v=_ v!
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_b2(x), • • • , _n (x) and for every [ E F there are constants

cl ([), c2 (f), • • • , c, (f) such that

Maxlf(x)-_a ,.=,_cv(D_'(x) l _a. (c.4)

We want to deduce a lower bound for A. To this end

_,1^ ^we shall again suppose ,f2, " ,f.+l; _' A /'-• • Xl_X2_ " . . ,Xn+ 1

are such that

/N .sN "_e /k /xO.., (f:,f_, • • •. .......... • • •

and set

A = II_ (x,)II,

C= c, (fj) 4,, (_,) i,j=1,2,'-- ,n+l.
V=l

,_,,+,) ,_ 0 (c.5)

Now observe that by Lemma c.1 we have

det C = 0.

Further note that from the hypotheses [Eq. (c.4)], we
deduce that the matrix

B=C-A

has all its elements in absolute value less than or equal

to A. We are thus in a position to apply Lemma 2.1
and obtain

D,,+,_(n + 1)2D"Af/\D,,+_/9" (n + 1)ZA) (c.6)

Suppose then, if possible, that

D, 1

(n + 1)5a < _.Dn+l

(c.7)

Then in view of the monotonicity of f (x) and the fact

that f (½) < 2 from Eq. (c.6) we deduce

D,+I <2(n + 1)2 D,A

and this is clearly in conflict with Eq. (c.7). Thus, Eq. (c.7)

is false and the lower bound in Eq. (a.5) must necessarily
hold. Theorem a.1 is therefore established in full.

d. Some further bounds. The main object of this sec-

tion will be the proof of Theorem a.2. The function

f (x, y)and the spaces fz and A are to be as in the intro-

duction, and the hypotheses in Eq. (a.7) are supposed

to be satisfied. Let then _bl (x), • • • , 4',-1 (x) be integrable

functions and A > 0 be such that for each y _ A there

are constants cl (y), " • • , c__ 1 (y) for which

f (x,v) - c_(v) *_ (x) --_,x
it_l

Vx _O. (d.1)

Without loss of generality we may suppose (in view of the

continuity of f (x, y) that the quantities Cl (y), " " " , c,_1 (y)
are some given simple functions of y.

Now let xx, x2, • • " , x_; y,, Yz, " " " , y_ indicate vari-
able points of _ and A, respectively. With a view of

applying Lemma c.1 we set

and

A = IIf (x,,yj) 11,

I n-1 I
c = X c, (w) ,/,, (x,) i,j = 1,2, • • • ,n

B =C-A.

By Eq. (d.1) all elements of B are in absolute value less

than or equal to A. Thus, by use of Lemma c.1 the

inequality [Eq. (b.6)] gives

]det A I --_ _ (y-_)_ A" _ [*AJ'"'_,..._l.
I_=1 1_: _1< * " " < iv_---'H,

l_j_< • • • < j,,'_n

Integrating this inequality, we get

(n)"-r._ (V_)'a" r ....
v=l

/ n \ n"
Replacing ) by 7. we further obtainV

(V_)v(-_-,_ (d.e)
r.__ _, Z;gr.,. _, r.__.

Now if, for convenience, we set

[O. = Min_-, •

we get

r,_ _ -- for all 1 _ v _ n.

Substituting in (d.2) and simplifying

1 _ _ (_/_)_(n_A _ (d.3)
-_, (_!)_\ o./
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And we conclude that

with

Idet(I + A)-- ll_n_f(n_ ),

f(x)= E x"-1 ,,

(b.4)

Now, in the general case we write

Idet (A + B) - det A I = _,, Idet (I + A-1B) - 1 I.
(b.5)

If Ib.I _ a for all i,j, then the elements of A _B are

all trivially majorized by the quantity

ny___A

Using this value of 8 in Eq. (b.4) and combining with

Eq. (b.5), we obtain our desired estimate Eq. (b.3).

Remark. It is interesting to note that Eq. (b.4) cannot

be significantly improved when an _ 1, for when B = 8I,

we already have

Idet(I + B)- 11 =(1+8)" 1_n8

while Eq. (b.4) gives

Idet (I + B) -- 11 _f(1) nS.

For the general case, we shall have to be contented
with:

Lemma 2.2. For any two n X n matrices A and B such

that Pb.l_ AVi, j we have

Idet (A + B) - det A I _ _ (_)" a _
y=l

CAi'''" ¢_1. (b.6)
1 _-_ 11< • ''<ivan

l_jx< • ''<jv":n

Proof. It is a trivial consequence of Eq. (b.2) and

Hadamard's inequality.

c. The estimates. Our method of proof is based upon

a well-known consequence of the theorem of Cauchy-

Binet on the determinant of the product of two rectangu-

lar matrices, namely:

Lemma c.1. If an n X n matrix C is obtained by multi-

plication of two rectangular matrices A and B, respeo

tively, of order n X m and m × n then C has a rank at

most equal to the minimum of n and m; in particular,

if n > m: det C =O.

Proof. The assertion follows readily from the fact that

the rows of B are orthogonal to an n-m dimensional
linear manifold.

We shall begin by establishing the second of the in-
equalities in Eq. (a.5). Let then _l,f',_, "'' , f^. be such a

A _ A
choice of functions of F that for some xl, x_, • • • , x. e f_

,, A "_ ,x ^ • • ,xA,)=D,. (c.1)D,(fl, fz, "'" ,f,; xl, x._, •

We then have, for any feF and xe f2

/N /N

Dn+x(f, fl, ,fn; A A• . . X, Xl, . . . ,Xn)_Dn+l. (c.2)

Expanding the determinant of the matrix

m
B A /x

f(x) L(x) -- f.(x)

Ix, /x At (x.) _ (_.) • • f. (x.)

with respect to the first row from Eqs. (c.1) and (c.2) one
obtains

tl /N

D,,f (x) - _, c_f, (x) _ D,,+,. (c.3)

When D, :/= 0, the desired inequality is obtained upon

dividing Eq. (c.3) by D,. In case D, is zero, for some n,

then it clearly remains zero for all successive indices.

Thus, to prove our inequality in this case we need only
show that M,, = 0 for all such n. To avoid trivialities

we may assume that for some no > 1 D,,, :¢: 0 and that
D, = 0 V, _ no + 1. The corresponding inequality

[Eq. (c.3)] then gives M, o = 0 and thus My = 0 _, _ no.

It should be noted that in addition to establishing the

upper estimate in Eq. (a.5), we actually do exhibit a set
of functions for which this estimate is satisfied. Indeed,

as it might be expected on geometrical grounds, these

optimal functions may be taken within F itself.

In order to obtain the lower estimate in Eq. (a.5), we

suppose that for some given set of functions ffl (x),
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Without going into any detailed calculations it is easy

to see that the latter expression is bounded below by an

exponential, say on. tlowever, multiplying the expression

in (e.1) by _ and integrating we get precisely P,+l. This

gives the inequality

]'n + 1 _ pnI'n.

Combining this result with Theorem a.2 we obtain a

proof of Crawley's conjecture.

We shall now make useof the estimate (d.4) to obtain

the upper bound

E"

M, _ 1 -- E " (e.4)

For symmetry we shall assume here that f_ = A = [0, 1].

With this hypothesis we then have that for each i

Ix, - xl Ix, - yl _-_1.
(1 -- xxiE) (1 -- xiyE)

(e.5)

However, by (e.1) we get that

Eft

-- E Tn

Max fi Ixl - xl Ixl - Yl
0-_-_1 _=1 (1 -- _xiE-) (i-LS'yx'_E)"

The bound in (e.4) is then obtained by combining this

inequality with (e.5).

It is to be noted that precisely the same upper bound

(e.4) was obtained by P. Crawley in Ref. 1 by entirely

different methods. It is quite likely that it is the best
possible one.

2. Random Walk for Kolmogorov-Smirnov Tests,
L. Harper and E. C. Posner

a. Summary. The Kolmogorov-Smirnov distribution-

free goodness-of-fits tests have wide applicability in test-

ing whether an empirical distribution can reasonably be

assumed to arise from a supposed theoretical distribu-
tion. These tests are based on the maximum deviation

of the empirical distribution from the theoretical distri-

bution, weighted by some function of the theoretical dis-

tribution. Doob has previously shown how to reduce the

problem of finding the distribution of Kolmogorov-

Smirnov statistics to a problem in the theory of random
walks with an absorbing barrier. In turn, the random

walk problem is reduced by standard means to the solu-

tion of the heat equation with a variable boundary con-

dition. This article investigates how the method of images

might be applied to the boundary value problems that

arise in this application, in the hope that reasonable solu-
tions can be obtained for the distribution of a wide class

of Kolmogorov-Smirnov statistics.

b. Introduction. A (one-sided) Kolmogorov-Smirnov

goodness-of-fit test is one of the following type. Let N

samples be taken from a distribution with continuous

distribution function. Let FN (X) be the empirical distri-

bution function of the sample; that is, FN (x) = number

of samples less than x, divided by N. Let F (x) be a con-

tinuous distribution function and suppose we wish to

test whether the parent distribution of FN is F. One

method is to form the following statistic, where q) is a

non-negative function, called the weight function:

D + = sup [(F (x) -- FN (x)) ¢ (F (x))] (1)N,_
x

The rejection region for the hypothesis that F is the true

distribution is then the set of sample values such that

D÷N., is large.

One motivation for using such a one-sided test is that

the test given by Eq. (1) is sensitive to the random vari-

able being stochastically greater than F would indicate.

For if F (x) exceeds FN (x) for some x by a large amount,

then it is likely that the true distribution of the random

variable has too little probability concentrated below x.

Turning this point of view around, the random variable

tends to be larger than that x with probability larger

than F (x).

One is worried about such alternatives when, for ex-

ample, F (x) is a Gumbel extreme-value distribution, as
in Sect. XXI-C-3. For in the extreme-value

case, it is precisely the alternative tiaat "'the true-random

variable is stochastically greater than F would indicate"

that one wants protection against. Namely, if the true

random variable is stochastically greater than one thinks,

then estimates of error probabilities one obtains by using
extreme-value theory are going to be too low, and one

will be accepting detection schemes as being acceptable
when they produce in fact too many errors.

As for thc choice of wcight function ¢p(F), various ep

give protection against various types of alternatives. It is

true that in the above article, e_ (F) _ 1 was used, mainly
because the distribution of D ÷ in that case is known

.V,_

(Refs. 3 and 4). A better choice for q, would have been

q) (F) = F, since this weight function weights deviations

of FN from F more heavily when F is large. And it is

precisely for F close to 1 that is the region of low error
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However, since the function

f (x) -- _: (V;)"x,

is increasing, (d.3) necessarily implies

70n

where _, denotes the solution of the equation

f (x) = 1.

Now clearly _,_" ½, thus in view of the fact that A is

only subjected to the condition (d.1), Ineq. (a.9) must

necessarily follow.

When f2 = A, some different upper bounds can be

obtained by a slight modification of the techniques of

Part c of this article. For instance, we can choose points

xl, x2, " " " ,xn in such a way that

Idet IIf (_-x_,')llI = Max Idet IIf(x,,x_) III = _n.

Then defining

f(x,y) f(x, xl) " . f(x,x.)
¢(xl,y) f(xl, x,) . . . f(x.x.)

R, ---- Max det

f(x.,y) f(xn,yO • • • f(x.,x.)

by expansion with respect to the first row of the deter-
minant of the matrix

1 m
A A

f(x,y) f(x, xO "'" f(x,_.)
f (xL,y) f (x2,'_,)• • • f (_,,_)

we get

A A A A A

f(x_,y) f(xn,xO," " f(x.,x.)

IT.f(x,y) - _: cv(y)f(x,x,,)l _R,,.
I,=1

And this inequality, when r, :/= 0, gives

M. _ --.R_ (d.4)
"r n

We shall see that in the particular example we are going

to study, that (d.4), in view of. the symmetry in the defi-

nition of Rn and r,, turns out to be quite fruitful.

e. An application. The example we shall study and

which motivated the present work arose in the problem

of giving uniform linear approximations to the equations

of satellite orbits, as explained in Part a of this article.

The simplest form assumed by this approximation prob-

lem is obtained by letting [ (x, y) be as defined by (a.6)

and setting f_ = [-1,1], A = [0,1].

It is of interest to see what our bounds will yield in

this case. We shall start by proving (a.10). To this end

we shall estimate from below the ratio r_. _/r_. We note

first that for any xl,x2, " • " ,x_; yl, y_, " " • ,y, we have

the identity

detll-_iyjE I -

1-I (x, -- xi) (y, -- y_) E
i<j

1-I (1 -- xiyjE)
_j

i,i = 1,2, • • • ,n.. (e.1)

Thus, by adding one more couple of variables x_+ 1, yn+_
we introduce the extra factor

n

'= ......... .

"S
(e.2)

It is known (see, for instance, Theorem 97, p. 78, in

Ref. 2), that if _,,_k2,''',ff_ are non-negative and

integrable on a measure space of unit measure, then

4,1, 4,2, " " " , q,,__ exp _ fa log 4,v. (e.3)
V=I

Thus, integrating the absolute value of the expression

in (e.2) with respect to x_+_ and y_+_ and applying the

inequality (e.3) we get

a,, dxn +1dy, +1_ _.exp
1 1 1

Ix, - x.._l ly, - y..,I
× log (1 Z-x---_÷_-_E')'_ ""x_E) dx,,.,dy,,÷,.

181



JPL SPACEPROGRAMSSUMMARYNO. 37-28, VOL. IV

probabilities, where the detection scheme is hopefully

expected to operate.

The reason that 4, (F) = F was not used in the above

article is that the distribution of the statistic D+N,+,is not
known, not even asymptotically for N large. The moti-

vation for this study was thus to find the distribution

of D ÷ at least for large N.N,F,

c. Transition to the heat equation. We shall now review

how the problem of finding the asymptotic distribution

of D ÷ is reduced to solving a boundary value problemN,q,

for the heat equation with a time-varying boundary con-

dition. In Ref. 5, Doob showed how to reduce the prob-

lem of finding the probability that D ÷ is equal to or lessN,_

than z for N large into a problem on the maximum of
a certain Gaussian stochastic process. We summarize this

procedure.

First, observe the well-known but vital fact that /_N.*
is distribution free; that is, the distribution of D ÷ does

not depend on the assumed F, as long as F is a continu-

ous function. For if the N independent samples repre-

senting the random variable X in question are Xi,

l_i--_N, then the F(X_), l_i_N, are of course
independent, and have the uniform distribution on the

interval [0, 1]. Hence, we can write

° = sup [(u - c,, (u). (u)], (2)

where G_ (u) is the empirical distribution of N samples
of U, the random variable with distribution G the uni-

form distribution on [0, 1]. Thus, F is now out Of the

picture entirely.

Then Doob noticed the following. Define

XN (U) = _-N'(u -- G.v (u)), 0 _-- u _-- 1.

Then E(xN(u))=O, COV(XN(U), XN(V))=U(1--V) if

U "_ V. Now GN (U) can be written as the average of N

mutually independent random variables ei (u), where
el (u) = 1 if l.I < u =- 0, U _-_ u. Hence GN (u) is approxi-

mately normal. Thus, XN (U) is approximately normal too.

It is reasonable to assume, and in Ref. 6 Donsker proved

this rigorously, that pr (XN(U) < Z, all 0 _ u _ 1) ap-

proaches pr(x(u)< z, 0_u_l), where x(u) is the

Gaussian process defined on [0, 1] with mean 0, covari-

ance R (u, v) = u (1 - v) for u _ v. The reason that this

assumption is reasonable is that as N approaches infinity,

the number of jump points of GN (u) also approaches

infinity. And one definition of stochastic process is to

lace the "time" (u) interval up into many points ui, and
consider the multivariate distribution of the random vari-

ables x (u 0. It is true that for the approximation we have

not x (ul) but XN (Ul). However, Donsker showed that the

approach to normality of XN was rapid enough to ensure

that we could replace XN (U) by x (u) and get a correct
limit.

The problem of finding the limit, as N--* oo, of

pr (D_,.'_ z) has been reduced to finding pr (x(u) cI,(u) _ z,
0_u _ 1)= Dz say. The approach is rather quick for

_, (u) = u; as tables in Ref. 3 show, the values at N = 30

being close even at the 0.99 level. Since N = 30 is the

case used in the extreme-value article, it is felt that

the asymptotic distribution is fine for our purposes.

The next step was to change the x (u) process into

another process more amenable to analysis. Doob defines

u = t/(1 + t); _ (t) = (1 + t) z/,_ (1/(1 + t)), (3)

X (t) = (1 + t)x (t/1 + t). (4)

He found by a simple calculation that the event

is the same event as the event

{X(t)_(t), 0_t< oo}.

That is,

D..--pr(X(t)_z(t), 0_t< oo), (5)

where _(t)= (1 + t)z/_(t/(1 + t)). Also, X(t) is Gaussian

of mean 0 just as x (u) was, and a simple calculation

using Eq. (4) shows that

Coy (X (s) X (t)) = t, s _ t. (6)

But Eq. (8) says that X (t) is the familiar Gaussian proc-

ess with independent increments, which arises, for ex-

ample, as the integral of white Gaussian noise and in
Brownian motion, as well as here.

Define the transition probability f (x, t) as the proba-

bility that X (t) starts off at 0 at time 0 and winds up

at x at time t (speaking loosely), without ever going above

the curve given by _ (t). Then (Ref. 7) f (x, t) satisfies the

Fokker-Planck diffusion equation

8f 1 _2f
- (7)_t 2 8x2 '
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with initial condition

f(x,0) = 8 (x) (s)

and time-varying boundary condition

¢ (_(t), t) : 0. (9)

Eq. (7) is nothing but the heat-equation (with standard
constant K = ½). Eq. (8) states that X (0) = 0; here 8 (x)

is the Dirac delta function. Eq. (9) says that absorption
occurs on the curve x = _ (t).

Since we are interested in the probability that X (t)

stays on or below _ (t) for all t, we want

([°'" )D, = lim f (x, t) dx . (10)
t-_oo \jx:-oo

For [ (x, t) dx is the probability density of X at time t, and

is the probability that the diffusion has not crossed _ (t)

up to time t. Since we want X (t) never to cross _ (t), we

take the limit of that integral as t---> _. (Answers of 0 or 1
for this limit mean that a test can not be based on

that • (u).)

In the language of the theory of heat, Eq. (10) amounts

to the following question: a semi-infinite rod with K = ½

has a unit heat source at x = 0 at time 0. The right end

is placed in an infinite heat sink at temperature 0. The

heat sink is moved as time goes on according to the

equation _ (t) at time t. That is, the edge of the sink is

at _ (t). How much heat is left in the rod at time t = oo?

This formulation of what started out as a probability

problem looks very nice, but unfortunately no general

method is known of solving the boundary value problem
given in Eqs. (7) through (9). One old approach, known

as the method of images, is found in Ref. 8, and we now
use these ideas.

The idea of the method of images is the following.

If we have a doubly infinite rod with an initial tempera-

ture distribution f (x) (and no boundary condition except

some physical one at infinity, such as boundedness of

temperature), then the heat equation (with _ = ½) can

be solved explicitly in terms of a simple integral (Ref. 9,

Chapt. 14):

If _° ( x2 )f (x, t) = (2_-t)_' = = [ (x) exp -- -_- dx. (11)

Now suppose we have an initial distribution f (x) at

time O, and the boundary condition f (_ (t), t) = O. Put in
a "virtual heat source" at time 0 (above _ (0)). Suppose

that the new initial distribution g (x) with no boundary

condition in the infinite rod causes a solution g (x, t) to

the heat equation. Suppose g (x, t)= 0 has as solution

x -----77(t). Then the function f (x, t) = g (x, t), x _ _ (t),

satisfies the original boundary value problem. We now
use this result.

In the case under study, • (u) = u, and so

(1 + t) 2
(t) - t z. (12)

We search for initial temperature distributions g (x) such

that the g(x,t) so obtained has a curve of zeros _. (t)
"close to" _(t). This g(x) is to differ from f(x) only

above x = _ (0).

This article considers g (x) obtained from f (x) = 8 (x)

by adding sources (positive or negative) of heat at time 0

on the positive x-axis, and seeing what curves of zeros

(t) can arise. Of course, _ (t) itself will not arise, since

(0) = _. But near time 0, _ (t) doesn't have to be too

close to _ (t), since the probability of "escape" at smal

times is small anyway (Fig. 1). Escape is more likely to

occur at later times, where the approximation would
be better.

I0

01

/ / / - /// ///

i

ii'- UNIT HEAT /|1

I 2 3 4 5 6 7

f---_

Fig. 1. The boundary-value problem
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Since _(t)_ tz as t-_oo, and the value of Dz for

q,(u) = 1, _(t) = 1 + t, is not 0 or 1, we can conclude

that the D_ for • (u) = u is not 0 or 1 either. Hence, the

asymptotic limit distribution exists, and q, (u) -- u is rea-
sonable to base a test on. We now carry out this program.

d. One other point source. Let g (x) consist of the

8-function of strength 1 at the origin, and a 8-function of

strength -sl(sl> 0) at al > 0. Then we have from

Eq. (11):

1 81

g (x, t) - (2_rt)_ e-_"/2t (2_t)_ e-(_-a')"/st" (13)

It can be proved that setting g (x, t) = 0 for fixed t > 0

gives a unique continuous function _/(t). To find _ (t),
note that

g (x, t) = 0 iff 1 = sle -(2 ...... 2)/2t (14)

Then 0 = logs1- (2axx + a_)/2t, so we conclude:

g (x, t) = 0 iff x log sl al- tq---
al 2

or

logs1 t + aa (15)
7/(t) -- al "2-'

a straight line with positive slope if sx < 1.

e. Two other sources. Suppose now that we place two

separate negative sources -Sl,-sz at al < a.2, respec-

tively, on the positive x-axis. Then

g (x, 0) = 8 (x) -- s18 (x -- a) -- s=8 (x - az); (16)

1

g (x, t) = (2rrt)_" [e-_V2t - s_e-( .... )_/2t _ s2e-(_-a_)vzt]

(17)

But how to find 7/(t) such that g (7 (t) t) = 0?

Noting that the heat equation is linear so that a linear
combination of solutions is a solution, we let

and look at

(t) 1

h_ (x,t) - (2__t)_
e_Z2/2 t $1 e_(x_al)2/2t '

(2_t)_

and

cos e_X2/2 t ,_2 e_(x_a2):/st.

(x, t) -- (2_rt)_ (2,rt)_

Note h_ + hs = g.

Now

hs = 0 iff x --

These two lines will be parallel iff

log s--L log ss
(01 1 -- O) 1

al as

Call the solution (for 0)1) of this equation o,o.

For 0 < o,1< ,o,,, the two lines cross in the right half-

plane and so the zeros of g (these can easily be seen to

be all of them) are parametrized by o_ (in 0 < o_1< _o) by

t (_01) =

X ((Ol) =

(az--al)alaz

2[allog(1 s_ 1)--azlog(_-L) 1

a_ log (_) -- a_,log (-_)

2Ia, log(l_S-_z )--azl°g(-_)l

(18)

From this we can ascertain properties of the curve

of zeros _/(t) of g:

dx _ _ _ sl (1 - ,,_)log + S2CO 1 log

dt alsso_x + a,,sx (1 -- O)l)

log s_
as o,, -_ 1.

o) 1

Thus, we see that the nearest heat source controls the
behavior of the line of zeros for small t. As t _ oo, the
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slope goes to -log(sl/_oo)/a,. Also

dZx d_l -_

dt z dt

[sls_ a_ log - az log --
_ \ _lld < O.

[a,s,_, + azs, (1 -- c0,)] 2

We conclude that if s, + s_o_ 1, dx/dt is positive for

t : 0, for t : o0, and d2x/dt 2 is of negative sign in be-
tween so that dx/dt > 0 for all t > 0. That is, we can

not get the decreasing, then increasing, behavior of _ (t)

for 7/(t) arising in this way. Thus, we see that even with

two negative point sources of heat in the virtual image,

the line of zeros _ (t) obtained is rather restricted. Gen-

eralizing our trick of dividing the point mass at zero

into parts will easily give the same results we have here

for the slope of the line at zeros at t : 0 and t = oo. Prob-

ably "two equals many" also for any number of negative

virtual sources of heat. For example, we conjecture the

result on monotonicity too, but this has not been shown.

f. Extra sources o[ both signs. It now appears that to

get V (t) qualitatively like _(t), in that 7/(t) decreases,

then increases, we shall have to consider g (x) which

have both positive and negative virtual heat sources at

time zero. Preliminary results indicate that with even

two virtual sources, one positive and the other negative,
(t) decreases, then increases, provided that the source

-Sl closer to the origin is negative, the source -sz fur-

ther away is positive, ]sl [ > [s_ [, and 1 - o,,s_ - o,2s.. > 0.

Then sl, s__,as well as the respective locations a, and a_,

and weights _ol and _2, should so be chosen that the ,7 (t)

obtained looks like _(t) as much as possible. (These

parameters will depend on z.) The [ (x, t) so obtained as

an approximation to the original boundary value prob-

lem can then be integrated from - o0 to 7/(t). If t is then

allowed to approach oo, we take the limit to obtain the

long sought after approximation to D...

B. Radar Astronomy
R. Munro, D. O. Muhlemon, I. Eisenberger,

and E. C. Posner

1. The Determination of the Properties and

Structure of the Lunar Surface Through the

Phenomenon of Temperature Change, R.Munro

The surface structure of the Moon has been an object

of intense study in the past decade. New techniques in

the measurement of the lunar surface temperature by

means of infrared detectors have started to produce more

exacting measurements during eclipse and lunation

periods. This, coupled with recent radio and radar ob-

servations, now yields sufficient observational results to

start correlating these three phenomena. This article pre-

sents a mathematical model for the thermal response of
the lunar surface.

The problem of proposing a theory to explain the

phenomena of the observed cooling rates of the Moon's

surface requires a set of assumptions. The assumptions

used in this article are that the lunar surface is fiat,

homogeneous along lateral directions, and bounded by

a perfect vacuum. The surface radiates as a black body
with a constant emissivity, and the initial temperature
distribution is uniform over the entire surface. From these

assumptions, one arrives at a simplified mathematical

model of the lunar surface. As has been discussed by

Jaeger (1952), a surface consisting of only one substance
will not satisfy the observed eclipse data. Therefore, the
model which states that the surface of the Moon is cov-

ered by a thin layer of low conducting dust has been

hypothesized in order to account for the proper cooling

rate during an eclipse. It is of particular interest here

to study the response of this two-layer model during a

lunation period in terms of both the thermal and radio
emission.

This two-layer model can be described as follows: Let

the dust layer on the surface of the Moon extend to a

depth L1, and let the base material extend from L1 to

infinity. The temperature T in a solid obeys the heat

equation

_T_ 1 _ (K _T_
_t pc _x\ -_x] (1)

for one dimension (this is the assumption that the sur-

face structure at one point is exactly the same as any

other point on the Moon) where p is the density, c is the

specific heat, and K is the conductivity of the material.

If K is assumed independent of temperature or depth,

Eq. (1) becomes

_T K 8_T

_7 = pc _x_-" (2)

It is first of all necessary to prescribe the boundary con-
ditions of the problem. At the surface, the rate at which
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energy flows across any surface of constant temperature

(an isothermal surface) is given by - K (_T/Sx) n where

n is the unit-normal vector to the surface. The energy

radiated by a black body is from the Stefan-Boltzmann

law EaT 4, where E is the emissivity of the surface and
is the Stefan-Boltzmann constant. If some radiation I is

incident upon the surface, EI will be absorbed by the
surface. Therefore, the boundary condition at the lunar
surface becomes

-- Tc_T --_ aET_ -- E1 /_

evaluated at the surface.

At the interface between the dust and the base material

and

To -- r. (4)

I :  .F rl--Ko "_x o - LTxJ_ (5)

where the subscripts D and B correspond to the dust

layer and the base material, respectively.

The final boundary condition is that at a distance L2

from the surface, the temperature is a constant. The sea-

sonal temperature variation on the Earth's surface has

no noticeable effect on the temperature at a depth of
about 100 ft. Therefore, the Moon was assumed to have

this property at a depth L2. After an actual lunation

calculation was performed, this boundary condition was

found to be correct and thus it is not an actual assump-

tion. Finally, one must prescribe an initial temperature
condition throughout the material which is a function

of depth; this will be described later in this article.

The above analysis leads to a system of nonlinear
equations:

Dust layer 0 _ x -_- L1

Base material L1 _ x _ L2

3T Ko 8_T

8t pDOD _X 2
O_x_L,, t_O

_T KB _2T

_t pBCB _X 2
LI_x'_L2, t_O

_T

- Ko _ = EaT 4 - E1 x=0, t_0

To = TB X = L, t_O

= x = L,,
D B

t_0

T = constant x : L2, t _ 0

T = To (x) 0 _ x _Lz, t = 0

These equations must be solved numerically. Using first,

second, etc., forward differences and letting

T,",, = T (x = m Ax, t = n At),

the heat equation reduces to the difference equation

T_+x- T_ _ 2T_ + T,__,l
At oc k (Ax) 2 J

and solving for T_ ÷1 yields

KAt

T,",,+l = T_, + pc (Ax) 2 [r_,+ 2T_, + Tin_ , 1.

The errors incurred in the calculation of _T/_t and

_2T/3x2 are on the order of At and (Ax) 2, respectively.

Therefore, to keep the resulting errors approximately the

same size, one must set At _ (Ax) 2. Because of the trun-
cation effect in a numerical solution another condition

must be supplied to the coefficient of the "perturbation,"

KAt/pc (Ax) z. From the numerical analysis of this con-

stant, one finds that the numerical integration intervals

must satisfy [KAt/pc(Ax) 2] < ½ to ensure the stability
of the solution.

Applying the difference methods to the boundary con-

ditions (3), (4), and (5) and using two- and three-point
first derivatives, one obtains

K

2 (Ax) [3T'_, -- 4T_ + T_] = aE (To) 4 - E1

n n[TL, lo = [TL, 1.

F r,-, T_ =--KB L, Li+x

- K_ L ax o Ax B
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and solving Eqs. (4) and (5) for TL,..... [TUo [Tj_

Tn
L]

K.
((a_)_ + (ax).]

curves also changes shape. This tends to yield a solution

that is less ambiguous as to the actual values of these
four variables.

A typical calculation by this model is shown in Figs. 2

through 4, which represent eclipse curves derived from

When applying this model for eclipse calculations,

I (t), or the "insolation," must be determined from the

geometry of the particular eclipse. As the Earth crosses

in front of the Sun, only part of the Sun's incoming energy
flux strikes the lunar surface. The insolation curve was

calculated treating the Sun as a circle emitting light as

a function of radius alone (i.e., including the phenomena

of solar limb darkening). For lunation calculations, I (t)

is taken to be a simple cosine law, A cos (27rt/T,) where

A = _ET_a _ (Tmaz is the maximum black body tempera-

ture reached on the surface of the Moon) and Ts is the

synodical month. Thus

I (t) = aET_,_ cos \ T8 / for It] <

In order to determine initial conditions for both the

eclipse and lunation calculations, a self-consistent initial

condition must be developed iteratively through lunation

calculations. Since lunation is a periodic phenomenon, the

temperature distribution with depth and time, T(x,t),
must also be periodic with time where T,,_ is chosen

from observations of the sub-solar point temperature.

Thus, the initial conditions for eclipse calculations can

be extracted from the self-consistent T (x, t) correspond-

ing to the proper phase of lunation and the initial surface

temperature of the observed eclipse.

A 30-sec time interval was used in the calculation of

the lunation and eclipse temperature curves. This small

value of &t enables the dust layer to be treated as an

actual layer instead of a resistance phenomenon occurring

at the surface as has been done by previous investigators.

It was found that the surface temperature is almost
independent of the properties of the dust layer, base

material, or initial temperature distribution during the

time when the incoming energy flux is incident upon
the surface. But once the surface is subjected to total

darkness, the above properties determine the rate of cool-

ing. By using either a thicker dust layer, lower dust
density or conductivity, or lower base conductivity, the

rate at which the surface temperature decreases after total

darkness is increased. As each one of these properties

is varied independently, the nighttime portion of the
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a lunation curve shown in Fig. 5. For these calculations,

the variables for the dust layer were taken to be:

K--8)< 10 -7 cal/°K cm sec, p-- 1.8 g/cm% c=0.2 cal/°K g,

and L1--0.045 cm; for the base material: K--1.66X10 -_

cal/°K cm sec, p--3.0 g/cm 3, and c--0.2 cal/°K g which

corresponds to 78-- (Kpc)-V" -- 1000.

From radio and radar measurements, the temperature

can be measured at various wavelengths. These tempera-

tures are not a measurement of the surface temperature

but an integrated temperature function of depth

f0 °°
kv T (x) e -k_= dx

where kv is the mass absorption coefficient at frequency v.

This yields information about the base material since

the wavelengths used by observers to date are from 0.4

to 3.2 cm. These long wavelengths (as compared to infra-

red wavelengths of about 10 _) do not "see" the thin dust
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Fig. 5. Lunation curve

material, and therefore are independent of such phe-

nomena. Thus, the intended course of study will predict

a base material from radio and radar measurements, and

then independently adjust the dust layer to predict the

eclipse observations. The results of this study will be

published in a future SPS.
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2. Thermal Radio Emission from the Moon,
D. O. Muhleman and R. Munro

The infrared temperature measurements of the Moon

yield the equivalent black body temperature of the upper
fraction of a millimeter of the lunar surface material. The

rate of change of this temperature when the lunar ma-

terials are no longer exposed to the Sun's rays, due to

an eclipse or the passage of the surface into the night

phase, yields considerable information concerning the
thermal properties of the material below the surface.

This is discussed in detail in Sect. XXI-B-1. However, the

black body temperatures obtained from thermal radio

emission refer directly to the temperatures at increasing

depth beneath the surface with increasing wavelength

of the emission. Unfortunately, the interpretation of these
measurements requires a consideration of additional elec-

trical parameters of the lunar crust material. Apparently

some of these electrical parameters can be independently
obtained from the lunar radar observations.

The thermal radio emission can be computed directly

from the distribution of temperature with depth, T (x), if

the radio absorption coefficient is known for the material.

It is more than reasonable to expect this absorption co-

efficient to depend on the wavelength of emission. We

will derive the radio emission equation assuming that

T (x) is known and that the material is electrically homo-

geneous with depth; by this we mean that the radio

absorption coefiqcient k is homogeneous over distances

greater than 1_ wavelength to a depth of a meter. The

latter restriction probably does not hold for emission in

the short millimeter wavelength region. We will follow

closely the derivation of Piddington and Minnett (Ref. 10),

but will make several additions to the theory which are

required for lunar applications.

The geometry of the problem is shown in Fig. 6. The
surface is assumed to be fiat over lateral distances of

several wavelengths. We wish to compute emission

through a surface area element da in the direction # in

a cone of solid angle dw. The contribution to this emis-

sion from the element of volume formed by the intersec-

tion of the cone and the increment in depth dx at x is

given by the product of the radiation per unit volume

per unit solid angle times the volume of interest and

the solid angle formed by da as seen from the point of

emission, all of which are attenuated by the absorption
suffered by the radiation in reaching the surface. That is,

.("acos0_ 
( J )'(dwdxx2see2OseeO) \x2sec_O]

emission vohtme sol id angle
cm3/sterad

• (exp-_o"ksecOdx)

attenuation

The intensity of the total emission through da in the

direction 8 is then (assuming k a constant)

ELECTRICALLY HOMOGENOUS SOLID

X

dx

_1 L.. x
"'1

/

/

I

VACUUM

area)

Fig. 6. Geometry of local surface coordinates

f_
I (8) ----da dw i e-k .... odx (1)

The reader should notice that the assumption of a con-

stant k is not necessary in order to proceed; however, the
inclusion of a variation in k will introduce additional

parameters to be determined, and it is doubtful that the

available observations are of sufficient quality to accom-
plish this.

If the material is in local thermodynamic equilibrium,

the emission coefficient J is given by Kirchoff's law:

i = B (r) (9.)

where B (T) is the intensity of black body radiation as
given by Planck's law. (All of these quantities refer to

a particular wavelength.) Planek's law reduces to the
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Rayleigh-Jean formula for wavelengths longer than infra-

red; consequently, Eq. (2) reduces to

i = rkr (x) (3)

where _, is a constant for a given wavelength. From
Eq. (3), Eq. (1) becomes

fo °
I (O) = 7k dw da T (x) e -_ _eco dx (4)

Notice that if T is not a function of depth, the integral

is easily carried out. Specifically, if T -- Ts, the intensity
would be

I8 = 7 dw da cos 0 TB (5)

which is the black body emission from a body at uniform

temperature TB. Thus, the temperature of a black body

emitting the same amount of radiation as given by
Eq. (4) is

T (0) = k sec 0 T (x) e -_.... ° dx (6)

since

and from Eq. (5)

T (O)= TB

Tn sec 0

t--;- dw

Eq. (6) is Piddington and Minnett's final result which

must be interpreted very carefully. The equation would

strictly apply if one were observing the radio emission

from a smooth, plane surface inclined from the axis of

a narrow-beam antenna at an angle 0. However, the

application of Eq. (6) is difficult for either a rough sur-

face or for the Moon as a whole with an antenna pattern

of solid angle comparable to that of the lunar disk itself.

We first consider the case of surface roughness.

If the Moon is observed with an antenna beam which

is sufficiently narrow such that the angle of incidence

with respect to the mean surface normal may be con-

sidered a constant, then the observed brightness will be

given by Eq. (6) if the surface is perfectly smooth. How-

ever, if the portion of the surface covered by the beam

is made up of local regions with varying slopes, the

observed emission will vary across the beam. Local re-

gions that are more steeply inclined to the radio beam

will exhibit a temperature associated with depth nearer

to the surface; i.e., the local k sec 0 will be larger. Area

elements more normal to the beam will correspondingly

exhibit a temperature from a deeper layer. Consequently,

Eq. (6) should be corrected by averaging the sec 0 across

the radio beam utilizing the probability distribution of

lunar surface slopes. The analysis is being carried out

using Muhleman's probability density function for lunar

surface slopes (Ref. 11) obtained from radar observations.

The circumstance where the antenna beam is compara-

ble to the lunar disk size is more complicated since the

effects of surface roughness, and a variation in the angle

of incidence due to the sphericity of the Moon must be

included. Furthermore, the temperature at a given depth

varies laterally across the lunar surface since, in general,
two separated points on the surface will have different

temperature distributions with depth because these points

are situated at different phase angles relative to the Sun

and, consequently, have differing thermal histories. An

example of two such functions is shown in Fig. 7. These

curves show the two temperature distributions with depth
near the East and West limbs of the Moon when the sub-

Earth point is at zero phase (full Moon). Clearly, the
radio emission from these two areas will differ accord-

ingly at short wavelengths where the emission arises from

nearer to the surface. The temperature curves shown in

Fig. 7 were integrated in Eq. (6) with k--0.1 (corre-

sponding to the short end of the cm wavelength region).

The brightness temperatures found in this way were

169°K for the "warming" side and 270°K for the "cool-

ing off" side. The picture is further complicated by rela-

tive cooling toward the North and South poles of the

290
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Fig. 7. Temperature distribtuion with depth
of the limbs of a full Moon
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Moon due to their high latitude and shadowing. Conse-

quently, the temperature at each depth varies asymmetri-

cally across the lunar disk. However, these temperature

distributions can be computed with the computer pro-

grams described in Sect. XXI-B-1 of this SPS.

Since all of the published lunar radio observations have

been made with relatively large-beam systems, the ob-

servations cannot be compared to the models until these

averaging computations have been carried out over the

portion of the lunar surface covered by a specific beam.

If we define a system of spherical coordinates on the lunar

surface as shown in Fig. 8, we can set up the necessary

integrals. If the pole of this system is located at the sub-

Earth point, a one-to-one correspondence between these

coordinates and the Selenographic system is obtained.

We will label the temperature distribution function with

depth corresponding to a point (0, v) as To,_ (x). It then

follows that the measured brightness temperature will be

x/ofTb,, = 7 k see 0

ox el" I)ealtl

tf }X To, v (x) e-k ..... dx cos 0 sin 0 dO dv
==o

(7)

EARTH

Fig. 8. Geometry of lunar surface coordinates

where the integrations on the angles are to be carried

out over the portion of the Moon covered by the beam.

A brightness temperature can be computed from

Eq. (7) from a given lunar thermal model and compared

with the observed brightness temperature at specific

wavelengths. In the particular circumstance where the

radio beam completely covers the Moon, Eq. (7) becomes

1f_/2Z2_Tbm ------ k sec 0
7/" j o=o =o

{f; !× To. v (x) e -k.... o
=0

cos 0 sin 0 dO dv (8)

A useful approximate relationship for the brightness tem-

perature can be obtained by ignoring the variation of

T(x) with 0 and v. This approximation is increasingly

more valid at longer wavelengths of observation. If the

temperature function is assumed independent of 0 and v,

the integration over v can be immediately carried out

and after a change of order of the integration, we get

f:_ fb 7r/2
Tbm = 2k T (x) e-k ...... sin 0 dO (9)

or with t_ cos 0

foo frr/e
Tb,_ = 2k T (x) e -k*'_ dt_ (10)

The integral over t_ is the tabulated exponential integral

defined by

fo
E,,, (z) = e -z/F _" _d_

Consequently,

Tbm = 2k T (x) E.2 (kx) dx (11)

which is a result of considerable general interest for

small k in particular (long wavelengths). However, any

definitive analysis must be carried out with Eq. (7).

The application of this theory will proceed as follows:

(1) Thermal models, which fit the infrared lunation

and eclipse observations, will be computed (in

the manner described in Sect. XXI-B-1 of this SPS).

This procedure leads to several models with dif-

ferent thermal parameters.
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(2) Values of k as a function of wavelength will be

computed from the theoretical formula

k -- 2_r _- tan A

where _ is the specific dielectic constant known

from radar measurements, )t the wavelength, and

tan _ the loss tangent of the material, tentatively

assumed to be wavelength independent. Values of

.... _; p!tan _ --""_., _'_.,_taken ..,.._ _........ al sam es pos-

sessing the correct range of e.

(3) The values of k so obtained will be used in nu-

merical integrations of Eq. (7) for the various
models and the results compared with the observed

lunar radio brightness temperatures.

(4) If any of the models fit the observed radio obser-

vations with particular values of _ and tan A, the
model will be considered as established to the

accuracy of the measurements.

(5) If none of the models fits the observations, the

thermal models will be refined and the process

repeated.

(6) If this procedure is unsuccessful, the restriction of

electrical homogeneity will be relaxed. This cir-
cumstance would create an unhappy number of

physical parameters to be determined and, corre-

spondingly, reduce the significance of the results.

Progress in these investigations will be reported in

subsequent issues of this SPS.

3. Estimates of Spectral Peaks,
I. Eisenberger and E. C. Posner

a. Introduction. In radar experiments on the planet

Venus (Ref. 12), it is desirable to estimate the center

frequency of a returning continuous wave (CW) scattered

from the planet. This center frequency is determined by

the toward-Earth component of the planet orbital ve-

locity. Conversely, if the center frequency does not agree

with a correct Venus ephemeris, the shift in peak can

be due to a feature of the planet located near the sub-

Earth point. One method of estimating the center fre-

quency is by visual inspection of the received spectrum.
This note introduces a more mathematical method of

estimating the center frequency. The conclusions are that

a rigorous maximum-likelihood estimate of these param-
eters can not be said to differ from the visual estimate.

In other words, the visual estimate is essentially maximum
likelihood. The variance of the maximum-likelihood esti-

mation is also found.

b. Preliminaries. Consider Fig. 9. The center frequency

is defined as /_,,, the bandwidth lo as the spectral width

of the 3-db height of the received spectrum. We only

consider the part of the spectrum around the center

frequency that looks like a [sin(_(y- _)]/[(,(y- _)]

curve for estimation purposes. For a planet which re-

flects from only a small region around the sub-Earth

point, as Venus does (Ref. 12), this is a reasonable ap-

proximation. The limits considered are marked as/x0 -----L

in Fig. 9. The L is 4.9 cps, /x0 is 70.7 cps, and the band-

width is lo = 7.87 cps in that figure.

This spectrum will now be thought of as a signal, with

frequency axis thought of as the time axis. Original re-
ceiver noise translates into additive white Gaussian time

noise after being passed through the spectrum analyzer

(Ref. 13). We thus think of a deterministic time signal

additively embedded in band-limited white Gaussian
noise. The relation between the original receiver spectral

density and the new spectral density is derived in Ref. 14.

The spectral density of the frequency noise must be small

compared with 1, the maximum height of the normalized

signal spectral density considered as a time function, in

the analysis that follows. The noise spectral density, when

assumed small, will only enter as a constant factor in the
variance of the estimates to be obtained, but will not
affect the formulas for the estimators.

z
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Fig. 9. Venus spectrum, December 15, 1962
(courtesy R. M. Goldstein)
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Now the function of Fig. 9 is not obtained as a con-

tinuous function. Rather, the function of Fig. 9 is ob-

tained from interpolation by pen through a finite number
of function values. The function values are obtained from

a spectrum analysis program. The frequency interval A[

is just large enough so that spectral noise at different

frequency points separated by 2A[ are independent ran-

doln variables. Then, computing frequencies at extra

intermediate points would not really add information.

Nevertheless, in this approximate analysis, the extra

points convey a little extra information. This spacing Af

depends on receiver bandwidth and number of samples

taken; in Fig. 9, Af = 1.4 cps. We use twice as many

points as necessary in some sense, taking the spacing

Af instead of 2Af.

The general idea is to use the visual estimate _0 of t_

as a first approximation to _, and then refine the estimate

by a rigorous maximum-likelihood solution. We first treat

the case in which the bandwidth of the returning signal

is assumed known. Then the two parameters of center

frequency and bandwidth will be simultaneously esti-
mated.

c. Estimation o[ the central frequency _ assuming a is

known. Statistically, the problem considered here will
first be solved as follows. One first uses a set of n inde-

pendent samples (corresponding to points on the spec-

trum 2Af apart) of the form

sin (V,-
w_= +zi, i=1,2, • • - ,n,

where each zi (white Gaussian noise) is a normally dis-

tributed random variable N (0, _), and a is known. By

a simple translation of _o, the visual estimate of t_, to

zero, _ can be considered as being very nearly zero.
What is desired is the maximum-likelihood estimate of

t_ from the n observed values wi. In a later part of this

article, we show how to take the correlations of adjacent

points on the spectrum into account and use data points
twice as close.

In order to linearize the expression to be obtained so

that _, the maximum likelihood estimate of /_, can be

found explicitly, the following approximations mod 0 (/z)
will be used:

sin (Yi -/_) _ sin yi - t_cos yl;

cos (yi -/z) ___cos yi + t_ sin yi;

Units have been temporarily changed in the analysis
below so that a is 1.

As is well known, one forms the likelihood function

L(wl,...,wn), the joint density function of the wi,

then sets _ In L/Ot_ = 0, and solves for/z. This provides _.

Accordingly, since the w_ are independent and distributed

N (sin (y_ - I_)/Yi - t_, _), one has

L (w,, • • • ,w.) = (2.)--/2 .-.

Ea (wXexp- 21:_ '

In L = --In [(27r) "/2 _"]

E sin (y, -- _)q'-'
1 _ w_ ..... .

OlnL

D D
B

1.E sin'  1i:a yi --/z

× E-(Y'- _)c°s(Yi- _) + sin(y'- _) 1-(;-_-_

1. _ [wiyi -- t_wi -- sin yi + t_cos y_]
Or- i=l

X [sin Yi -- t_cos Yi -- (yi -- t_) (cos Yi + t_sin yi)]

× Iv? + 3v?]

or2 _i [(cos y_ -- wi) (sin yi -- Yi cos Yi)

-- yl sin y_ (wiyi -- sin yi)]

3_

+ --_.(wiyi -- sin yi) (sin yl -- yi cos yi)

1 w, ,
+ _ ( .y. -- sin yi) (sin Yi -- Yi cos yi)) = 0.
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A

Solving for _ results in

_ _ y_a (wiyi -- sin Yi) (sin yi -- y_ cos Yi)

= y_3 [(cosyi -- w,) (sinyi -- y, cosyi) -- yisiny,(wiyi -- siny,) q- 3y_ 4 (wiy, -- siny,) (siny, -- ylcosy,)

d. Bias of _. It is of interest to determine the mean and variance of _, as the

mean gives the extent of the bias of the estimate and the variance is an indication

of the uncertainty associated with ft. However, since the task of determining the

distribution of fi is a truly formidable one, approximate expressions for these

quantities will be derived. Since _ is of the form

A i=1

i=l

an approximate expression for E (_) is given by

where

n

E g (_,)
i=l

Thus

sin (Yi -- t_)
_, = E (wi) -

y, -- /_

y_3 cos Yi

_ 12,__lyi_ -3 [I-sin____._(Y'-- t_) sin Y'I [sin Yi -- Y_ cos Yi]

sin(_y_/ /_)1\ (sin y, -- y, cosy,) -- y, siny,/u|e, sin /_) sin,)l
-t- 3y_ 4 | .... siny, [sinyi -- yicosyi]

k Y, --/_

_ i___1{[-- y]3 (sin yi -

- _ y?_ (sin y, -- y, _osy,)_(y-' + _y-_)
i=l

y, cos y,)2 _ y_3t_ sin y, (sin y, -- y_ cos y_) + 3y_4t_ (sin y_ -- y_ cos y,)Z] (y-_ + t_y-Z)}

- { (si.

y]4t_ (sin y, -- y_ cos y,)2

Yi -- Y_ cos y,)2 (y, _ 2t_) + _Y_4 sin y_ (sin y_ -- y,i cos y,)}

195



JPL SPACE PROGRAMSSUMMARYNO. 37-28, VOL. IV

NOW,

where

This value is indeed asymptotic to It as It--) 0. Thus, It is asymptotically unbiased.

e. Variance of _. Since _ is asymptotically unbiased, the variance It is an

approximation to the square-error of estimation. An approximation for Var (_)

is given by

Var (p,) -- U=,\_w,/ w,=_,

_B ..... = Dy_ z (sin y_ -- Yi cos yi) q- Ny_ 3 [2 (sin yi -- y_ cos Yi) -- Y,_sin y_]_wi D _

n /Ly_z
N ---- _ (sin Yi -- YJ cos yj)2,

i=iYi --IX

D = _ _ yj3 [(sin Ys - Ys cos yi) 2 + ItYs sin yj (sin Ys - Yi cos yj)] -- 3y34t_ (yj cos yi - sin ys) 2
i=_ t Yj -- It

and

Hence,

Var (wi) = _r2.

_2 _ {Dy-Z (sin y_ -- y_ cos y_) + Nyi :_[2 (sin y_ -- yt cos y_) -- y_ sin y_] }z

Var (_) --_ i=1
D _

_2

---) _(sinyi_yicosyi)2,asit---)O.....

f. Simultaneous estimation of It and a. Visual estimates of both It and a, denoted

by Ito and a0, can be obtained from the data. The maximum-likelihood estimate

of t_ previously derived assumed that a = ao and that lit - Ito [ was small. If now
one does not assume a = ao but only that [a - ao ] is small, simultaneous maxi-

mum-likelihood estimates of both a and t_ can be derived. In fact, by using the

following approximations, two linear equations in a and It will be obtained which

can be solved explicitly, giving fi and _. We use approximations as follows:

a/x _ aoit,

sin a (yi -- It) ---_sin ayi -- ait cos ayi

sinaoyl + y_ [(a -- ao) -- ao/_] cos aoyi;

cos a (y_ -- It) --_ cos ayi + ait sin Yi

__ cos aoyl -- [y_ (a -- ao) -- aoit] sin aoyi;

_ --_(_ - _o + ,,0)5

= (_ - _o)_+ 2_o(_- _o)+ _o_
-- 2aao -- _o2;
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With these approximations one has

[_ ,, ( sina(yi-")Vl

xi[w,In L = --In [(2rr) "/2 a"] --

sino(y;_._)l8lnL 1 _ ws
_, _",=, _,(y_- _,)J

cos a (Ys -- t_) -- sin a (Ys -- _)l
,, (Vs- t,)_ /

OlnL 1 - [ sin,_(y:--__)]_,_ ,,_E_, w, ,_(vs-_) J

--a (Ys - _)2 cos a (ys -- t_) + (Y_ -- t_) sin a (y, -- _)lX j

Se_ing _ lnL/_=O and _InL/_a--O and simpUfying
results in

where

= t_R aoA_ -- a _ Aiyi
S=l

i=l i=] i=1

+ t_ aoAs -- Biys + Cs -- _ Ciys,
i=1 S=l i=1

As = aoy=,lWs cos "Its -- ot2wi sin 7s -- yzZ ws sin "/s

-- a0 yi-1 (cos 2 7s -- sin270 + Y_,sin ys cos _s,

Bi 3 -1----aoYi ws sinTs + 2ao_y__ wi cos 7s

-- 2ao y_'_wi sinyi + aZoy-_'' (cos 2 l's -- sinZ 7s)

+ 3Y-i4 sin 2")'s -- 4ao yi_ sin yscos Y_,

at_ -O_a As+tz Bs+ Y_ Ci,
i=l i=l i=l

OlnL n
- 0-_,_ xa_(_ - V_)

_0_ S=l

+. _:n,(. - vs)+ :_ c,(. - _,)
i=l i=l

and

wisinvl + z -_(cos 2 --sin 2_'s)Cs °to= aoyi y_

+ yi '_sin 2ys -- 2a0 y#2 sin _,_cos 7i,

yi = aoyi.

Solving for a and t_, one obtains:

_ aoAsC s+ _ _ BsysC_-- _ _ C_C_- _ _ BsCsy_
A __ _=1 ]=1 i=1 j=l i:1 _':1 i=l _:1
iX--

_=1 i=l i=l /=1

i=1 1=1 {zl _=1 i:1 j=l i=1 j=l

197



JPL SPACEPROGRAMSSUMMARYNO. 37-28, VOL. IV

g. Effect of correlation. So far, the formulas have as-

sumed independent samples. But only every other sample

is independent. Consequently, we proceed as follows,

assuming a known. Take as many independent samples

near the peak as one can with the spectrum still being

approximately of the sin x/x type; in the next section,

there are two sets of four independent samples used.

Each of these two sets consists of four samples at spacing

2Af, with shift of Af from one set to the next. The tech-

niques of the preceding sections can be used on each
set separately, obtaining two estimators .0_1and fiz for t_,

as well as variances Var(_l) and Var (22). However, the

variances of _1 and t_-_^ are known from the signal-to-noise

ratio. Furthermore, these variances are almost equal, as

shown by the last formula in Part e of this article.

We now have the following oft-stated problem: There

are given two _, and _ of a parameter/_. Also, fi_ and _

are normally distributed with known variances kza _

and k_,, 2. In addition, the correlation between _1 and _z

is known to be p. Find the maximum-likelihood estimate
of tz, knowing _1 and 22.

The answer is easily obtained; details are omitted. We
have

^ _ k,k p +
_- k_-2pklk_+k_ '

a convex linear combination of _x and _2 which reduces

to _ + _z/2 when kl = k2 and to

when p = O.

The variance of _ can also be found:

_k_k_(1-p _)
Vary= k_ -2pk_k2 +k_'

which reduces to standard cases Var _ = _=(1/k_) + (1/k_)

when a = 0, and to Var _ = a2 (1 + p/2) when kx = k2.

The next problem is to find p. We know that two suc-

cessive samples are not independent, but by skipping an

intermediate sample, they are independent. Since the

samples are samples of a fiat band-limited process, the

covariance function R (r) is known:

(/Af) = _2 sin i-_-/"2"

Thus, samples i and i + 2 are independent, as required,

whereas samples i and i + 1 are highly correlated, with

correlation coefficient 2/:r _ 0.64.

Let the n successive samples in one set be written

11, x3, " " " ,X2n+l ; then the other set is x=,,x,, • • • ,x_,+2.
We find the correlation between

n+lx= x.,i÷_ and y= _ x_i.
i=O i=1

(A more correct method of finding p would be to use the

full formula at the end of Part c of this article, since this

approach assumes the coefficients in that formulas are

all equal.) The answer can be found in this inexact way,

or even exactly, in general; let us do the case n = 4 for

simplicity and also because it is the n = 4 case that shall
be used in the next section.

Remark. When all the available samples are used,

p = 1 since the original data contained only enough infor-

mation on samples spaced 2Af; the others were uniquely

determinable from the first set. But we are only using

a subset of the full data, around the point where the

spectral peak approximation holds. We thus wind up

with a p less than 1. But it is clear in advance that p

must be positive.

For the n --- 4 case, the formula for the covariance R is

= _z(TR (i)+ 5R (3)+ 3R (5)+ R (7))

7.2 5.2 3.2 2

zr 3-,r 5rr 7rr

which is indeed positive as predicted. But remember
that this is the covariance between the two sums; to

obtain the correlation, we divide by the product of the
standard deviations of each sum. Since each sum is a

sum of 4 independent random variables of variance a2,
the variance of each sum is 4a z, and the standard devi-

ation is 2a. Hence,

[402_ cr(_) 201,o = \35_-/ = 70-'--'_-= 0.914,
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which is less than 1 as required. Nevertheless, the cor-

relation is high, which means that there is not much
extra information contained in the second set of four

measurements, once the first set is known.

The point of this section is that the correct maximum-

likelihood estimation for t_ was found easily by breaking

up the problem into two halves and solving each half.
If one had tried to obtain the maximum-likelihood esti-

mator directly by looking at all 2n measurements and

their joint distribution, he would have found the task

excruciating, but would have been led to the same answer.

h. Sample calculation. A sample calculation (assuming

a known in advance) will now be made. The estimators

_1, _, _, will be determined, together with their vari-

ance. The value used for p is 0.914. For data, we take

a typical Venus spectrum such as in Fig. 9, showing

results of 33 min of integration with received signal

-172.91 dbm, receiver noise temperature 38.4 deg. The

output signal-to-noise ratio is computed, using standard

techniques of Ref. 14 as 31. That is, the a s to be used

in Part e of this article is 1/31 (cps) 2.

Table 1 shows the values of yl used in the calculation.

We computed _1 = 70.76 cps, Vary1 = 2.7a 2 = 0.087;
A
t_2 = 70.72 cps, Var_z = 1.8a 2 = 0.058. Thus, k_ = 2.7,

k_ = 1.8, klk2 =- 2.20. Using the results of Part g, we find

/k A
70.71 Var 1.72_ _ 0.055.t_ = cps, iz = =

It may appear surprising that _ is less than both _1

and _z. But whenever p is sufficiently large, this phenome-

non can occur. For if _1 and _2 are strongly positively

correlated, they are likely to be on the same side of the
mean.

The fact that Vary is slightly less than the smaller

of the two variances is also predictable in advance. For

Table 1. Data for computing _ and Var 1_},

assuming a known

i xi _ cps yt, rad _ a0x_ wl

0.7

2.1

3.5

4.9

--0.7

--2.1

--3.5

--4.9

0.337

1.012

1.686

2.360

--0.337

--1.012

-- 1.686

-- 2.360

0.9565

0.8043

0.5652

0.3478

0;9130

0.7391

0.5217

0.3696

Var _ must be less than Vat _1 and Vat _, since maximum-
likelihood estimators are minimum-variance unbiased.

But.as we observed, there is not much extra information

in the second set of measurements, so that the variance

of _,_ should not decrease much when the extra set of
values is thrown in.

It can be shown that the above calculations do not

depend very much upon whether 2Af is exactly the

Nyquist rate. Essentially the same results are obtained

if x,. and x,.-+2 are close to being uncorrelated, while x_

and x_ ÷1 have correlation approximately 2/:r, as they will

if the sampling rate istoo fast by a factor of about 2.

i. Comparison with visual method. The visual method

of Fig. 9 gave tt,, = 70.7 cps. A visual estimate of a is

= 0.482(cps) -_. This a was used in the calculation.

Notice that t_o is close to _, and well within the standard

error [Var(_)]_ = 0.23. The question therefore arises,

why use a maximum-likelihood method at all?

The advantages of a maximum-likelihood method over

the straight visual method are twofold:

(1) Each experimenter is led to the same answer. This

takes the subjective factor out of estimation, even

though the estimates using maximum likelihood

are not different from the estimates using visual

clues only.

(2) The maximum-likelihood method gives the error

of the estimate, whereas the visual method does

not. This is an even more important advantage

than (1).

The variance of _ obtained by the method of Part e

of this article, is not the true variance. The true variance

is somewhat larger due to the necessity of estimating a.

It is hard to work this effect out precisely, but a lower

bound to the true variance can be found more simply

by finding the maximum-likelihood estimate _ assuming

t_ is known. The variance of this _ would then be found,

and a offset ±(Var_)_. The effect on _ would then be

observed. This in effect gives a confidence interval

about _. This technique also suggests an iterative pro-

cedure for finding aA and _ simultaneously.

4. The Venus Range Gate Experiment, w. F.Gillmore, Jr.

This article covers the details of the Venus range gate

experiment from two points of view. First, as an intro-

duction, the fundamentals of the experiment are de-

scribed so that its operation can be understood. Second,
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the method of obtaining output data is discussed. This

part will be of special interest to those who need the

range gate data.

a. Introduction. The data obtained from the Venus

range gate experiment is in the form of a series of power

spectral density measurements. Each one of these is some-
what similar to measurements made in the continuous

wave (CW) radar experiment. An interesting feature of

using the range gate is that it allows one to examine the

power spectral density of the radar echo from each of

several different range zones separately. It will be shown

how these data can be used to give accurate estimates of

the range between the Earth and the planet as well as

the total bandwidth or rotation rate of the planet.

It is relatively easy to understand the operation of the

range gate experiment from the simplified diagram of

Fig. 10. This is a cross-sectional view of the rotating
planet. The plane of the paper is assumed to contain

the center of the planet and be perpendicular to the plane

containing the direction of the radar signals and the axis

of rotation of the planet. When the axis of angular rota-

tion makes an angle with the perpendicular to the plane

(Fig. 10), the following analysis can still be used if o,

becomes the cosine of this angle times the angular ve-

locity of the planet.

Three planes labeled i--0, 1, and 2 are shown in

Fig. 10. These planes are perpendicular to the direction

DIRECTION OF

RADAR SIGNALS

cz
D-If
2

/=O I

/
J

91-

\

• o) /

PLANES DEFINING EDGES

OF RANGE ZONES

Fig. 10. Cross section of planetary target in

range gate experiment

of the radar signals. Range zone 1 consists of all points on

the planet to the left of the plane i -- 1. Similarly, range

zone 2 consists of all points on the planet between the

planes labeled i--1 and i = 2. The spacing between

the different planes is determined by the round-trip

period T of the range gate and the velocity of the radar

signal c.

It is both unnecessary and undesirable to attempt to

adjust the ephemeris which controls the experiment so

that the plane i = 0 passes through the front point on the

planet. Instead a round-trip time error z is defined. The

unknown z is one of the important results obtained from

this experiment.

The maximum possible bandwidth of the radar echo

received in range zone i is due to points on the surface

of the planet lying at the intersection between plane i

and the plane of Fig. 10. Angle Oi is measured between

one of these points and the direction of the radar signals.

Eq. (1) gives the maximum bandwidth for

4_R

fi=---ff-sinOl (1)

any range zone in terms of o,, the angular velocity of the

planet. R denotes the radius of the planet, and )t the trans-

mitter wavelength. Values of fl can be estimated easily

and accurately from curves of the measured power spec-

tral density because of the characteristically steep sides
of the curves.

In general each time the range gate experiment is run,

there will be an experimentally measured bandwidth f_

for each of several range zones. These bandwidths depend

upon the initially set round-trip period T between the

zones. From this information one can compute the maxi-

mum possible bandwidth corresponding to O---90 deg.

Also z, the round-trip offset of the range zones in seconds,
can be determined.

The maximum bandwidth for any range zone can be

expressed in terms of the angle Oi and the maximum

possible bandwidth x as shown in Eq. (2)

fi =xsinOi (2)

For each range zone, _i in Eq. (3) gives the maximum

depth with respect to the

C
/zi = _ [iT - z] (3)
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front point of the planet. By making use of Eq. (3), it is

possible to express cos 0_ in terms of/_ and the radius R

of the planet as shown in Eq. (4). When this equation
is solved

_ t_ CR-- t_ 1 -1- [iT-z] (4)
cos 0_ -- R R

for 0i and the result is substituted into Eq. (2), the funda-

mental equation (5) is obtained. The

f, = (2Q - f-_);', '_'

quantity Q is defined as (Ai - y) where A is cT/2R and

y is cz/2R.

Eqs. (1) through (5) above form the basis for all of

the calculations which follow. Each of the experimentally
measured bandwidths _ is equivalent to a value f+ plus

an additive error. The problem is to find the best esti-
mate of x and z from the known value of T and these

experimental _+ values. It is essential to have at least two
bandwidth measurements to do this. Additional measure-

ments will help improve the accuracy; at present the

equipment cannot produce more than 9. The next part
of this article shows how to fit the experimental data in

such a way that the effect of the additive error is
minimized.

b. Calculations required. It is necessary to find the

values of the two unknowns x and y, given the value

of T, and N experimentally measured bandwidths _+. The

best method of doing this involves minimizing E, the sum

of the squares of the errors, given in Eq. (6). This

E- - (6)
i=1

is accomplished when Eqs. (7) and (8) are satisfied simul-

taneously. Subscripts x and y

_E, = _: (f, -/',) f,, = o •(7)
i=l

_E. = _: (f, - _',)f,. = o (s)
i =1

are used to indicate differentiation with respect to x and y,

respectively.

Since an analytic solution of the system of Eqs. (7)

and (8) for all necessary values of N represents a for-

midable problem, it has been found best to use a first-

order iterative method for obtaining numerical solutions.

The iterative procedure consists essentially of three

steps. First, an approximate value of x and y are chosen.
Second, these values are used to compute the correction

terms Ax and £xy. The new values of x and y are found

by adding +x and £xy, respectively, to the old values.
Third, the values are tested to determine whether or not

they are sufficiently accurate. If they are, the problem
is solved. If not, then the second step is repeated, and

new values are found for Ax and Ay. The details of each

of these three important steps are discussed in Part c.

The iterative method is based upon a Taylor expan-

sion of Eqs. (7) and (8) about the point (x, y). By retain-

ing only the first-order terms in Ax and £xy, the linear

equations of (9) and (10) are

(½E,) + (½E,),Ax + (%E,)uAy = AllAx + AlzAy -- AI_ = 0

(9)

(½Ev) + (½Ey)_Ax + (½Ey)yAy = AzIAx + AzzAy -- A2a = 0

(10)

obtained, where

Aa,,= (t, - t,)t,,, +
i=1 i=l

i=l i=1

;,
i=l

A21 ---- _12

i=l i=1

a,,=
i=l

j:i = x (2Q -- Q2)_

j:,, = (2Q -- q=)½

izz: ---- 0

Q-1

f'-,, =/',,, - (gQ - Q2)_
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x (p - 1)
f_ - (_2 - _2_)_

x (Q - 1)_ x
f'_'_= - (2<2- Q_)3/_ (eQ - Q2)_

It is relatively simple to compute numerically all of the

coefficients needed for these equations. This must be

done for each iteration step.

c. Operation of the iterative method. Before the itera-

tive method can be used, it is necessary to choose the

initial starting values for x and y. The best values to

choose are obviously ones which are close to the desired

answer. When the approximate value of the answer is

known from the solution of a similar previous problem,
these values are the best ones to use. In the absence of

any such information, a starting value of x = 100 has

been found convenient. This is larger than any band-

width which has been obtained from the planet Venus.

It is satisfactory for a fairly large number of cases.

A starting value for y can be chosen in a somewhat

more systematic manner. It is essential that the radicand

of the square root in Eq. (5) be positive. This requires

that Q be bounded between 0 and 2 or in other words that

y be between NA- 2 and A. It is a useful convention

to number the first range zone, which intersects the planet

i = 1. In this way z will always be positive as shown in

Fig. 10. This gives a lower bound of zero on y which is

both simpler and larger than NA - 2. Since y is always

within this relatively narrow range, it may be conveni-

ently started at the initial trial value of _/_A.

During the first few iterations, it is quite likely that

the value of Ay will be large enough to put the new

value of y outside of its permissible bounds. Since this

cannot be allowed, two alternatives are possible. First,

the forbidden value of y may be replaced by another
value such as the one at the bound, closest to the new

value. Second, the old value of y may be used again

with the hope that the next Ay will be small enough.

Both alternatives are useful in many cases, but the sec-

ond is preferred because it is simpler. It also is slightly

more reliable because it is immune to an annoying phe-

nomenon where Ay oscillates in sign but is always too

large in magnitude. A similar line of reasoning applies

to the problem of keeping x positive.

Before the solution of any problem is complete, it is

necessary to test the results to see if they are sufficiently

accurate. For this purpose, the simplest and most obvious

test has proven most satisfactory. The absolute values

of Ax and Ay are examined to see if they are both suffi-
ciently small.

d. A computer program. The numerical methods de-

scribed in the preceding sections were tested and devel-

oped on an IBM-1620 digital computer. Good results

have been obtained with this program despite the fact

that this machine is relatively small and slow. The par-

ticular machine used was equipped with a printer and a

disk file, but these features are not required for the

operation of the program. An attempt was made to code

the program in such a manner that it will work on any

machine with Fortran capability.

Input data is normally read in on cards. The number

of range zones N is given first because it determines the

number of data points which will follow later. Next

the round-trip ranging period T is given. This is followed

finally by the N values of experimentally measured band-

width and the machine begins seeking the solution.

The solution of each case is preceded by a heading
for convenience. Then the three values x, z, and E are

listed. Both x and z are the same as they were previously

defined; the maximum bandwidth in cps and the round-

trip offset time in msec. It is somewhat more meaningful

to have a measure of the error E in cps, similar to x, so

the E output is really the square root of the previously

defined E. Finally, the N individual errors are listed.
These are measured values minus calculated values.

Starting values x = 100 and y = A/2 are normally used

by the program when the first problem is run. Subse-

quent problems will use the value of x found in the

solution of the previous problem. When values of AX

are obtained, which would cause x to become negative,

they are ignored. Similarly, values of Ay which would

cause y to go out of bounds are ignored.

The final answer is assumed to be ready when ax

and Ay are both less than 10-5 in magnitude. This con-
stant is found approximately as ten times the maximum

value of x or y divided by the largest possible integer

that the machine can represent with a decimal point at

the right end of the word. A smaller constant could, of

course, be used for y, but the use of identical constants

works excellently and conserves one word of storage
as well.
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It is unfortunate but true that iterative methods can

never be made completely fool-proof. For this reason, a

method has been provided for observing the results of

each iteration. By turning on sense switch 4, x, Lxx, y, Ay,

and E (cps squared) are listed for each iteration. If the

results do not seem to be leading to a solution, sense

switch 2 may also be turned on momentarily to force

the machine to give up and proceed to the next job.

Often the time needed to obtain a solution may be

cut to a minimum by inserting carefully chosen starting

values for x and y. This can be done by turning on sense

switch 3 while the data are being read. After the last data

card is read, the machine halts. When the start key is

pushed, another card is read which contains the initial

trial values for x and y.

After all of the cards have been read and iterations

begin, sense switch 3 has a different function. It causes
switch 1 to become active. When switch 1 is on, it holds

x fixed; and when switch 1 is off, it holds y fixed. This

allows one to improve the value of one variable at a

time. This procedure has been found useful in cases

where both variables are oscillating wildly.

The length of this program on the 1620 is 4026 cores

(digits). This leaves about 80_ of the storage capacity

for subroutines, which is more than adequate. The run-

ning time for the program is proportional to the product

of the number of data points N and the number of itera-

tions. Neglecting the input/output time, a pessimistic

estimate of the proportionality constant is about 11_ sec

per point per iteration. The number of iterations required

is about equal to the number of data points when good

trial values are used. Typical cases require a few min-

utes of running time.

A large number of sense switch options are deliberately

provided to preclude the necessity for additional com-

puter programming. Most of the time, however, the

program runs well automatically.

e. Conclusion. From the details given above, it can be

seen that a relatively simple and elegant method has

been found for the analysis and reduction of Venus range

gate data. The method has been adequately tested by

both theoretical and practical examples. The results will

provide valuable information about the rotation rate of

Venus as well as precise measurements of the range to

various parts of the planet.

C. Detection, Filter, and

Acquisition Theory
W. C. Lindsey, E. C. Posner, R. M. Goldstein, R. C. Titsworth,

E. A. Yerman, and J. J. Stiffler

I. Error Probabilities Occurring in Coherent

Receivers During Spacecraft Landing, w.c. ti,a,,r

a. Introduction. A problem of current concern and

interest in space communications is that of soft-landing

a spacecraft on a neighboring planet or the lunar surface.

This requires that one have the ability to control and

execute commands by means of an Earth-to-spacecraft

command link. Of particular importance is the command

link performance during the last few minutes of the flight,

although, as we shall see, the results are applicable

throughout the entire flight. The question which immedi-

ately arises concerns the ability of the command detectors

to decode the command signal in the presence of the
direct-wave transmitted from the Earth-based transmitter

plus multiple random (lunar or planetary) echoes (multi-

path) received by the omni-directional antenna aboard

the spacecraft. This, of course, assumes that the Moon

and spacecraft are simultaneously in the beam of the
Earth-based command antenna. From radar observations

it is known that the voltage amplitude distribution of

lunar refections is nearly Rayleigh distributed and that

the Moon behaves as a nearly smooth sphere with a

reflectivity of about 0.075. Thus, if a feature (sometimes

referred to as a scatterer) on the lunar surface is in the

correct position and possesses a directivity in the direc-

tion to the spacecraft, a reflected component (or com-

ponents) will exist (along with that from the direct-wave)

at the input to the command detector. We shall make

the Rayleigh scatterer assumption and specify the proba-

bility that the command detector errs in making its
decision.

As a result, it is found that the usual approach (that

of assuming the channel is characterized solely by addi-

tive white noise) is not adequate. In fact, an example

(typical for lunar landing) showing that (under certain

realistic design conditions) the command detector error

rate will change from a near-Earth value of 10 -_ to ap-

proximately 0.5 × 10-3 as the spacecraft approaches its

final destination is given. This is 20 times larger than
the near-Earth value. The increase in error rate is due

to the randomly time-varying nature of the channel.

Finally, to maintain an error rate of 10 -5 throughout the

[light, the average transmitter power must be increased

by approximately 4.7 db as the spacecraft approaches
the lunar sur[ace. The deleterious back-scatter effects
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may be eliminated by other means, e.g., by designing the

spacecraft antenna such that it does respond to the near-

side scatter, employing time diversity, etc.

b. Channel characterization. The purpose of this note

is to establish the rapidity with which a coherent corre-

lation receiver's performance characteristic (error proba-

bility) changes when the transmitted signal is corrupted

in the channel by the slowly-varying "Rician" fading

phenomena and by additive, white Gaussian noise. The

additive noise is presumed to possess a single-sided spec-
tral density of No w/cps, the noise being mutually inde-

pendent from the fading phenomena. For greater details
the reader is referred to Refs. 15 and 16.

For this particular channel model, it is presumed that

the received waveform, exclusive of the noise, is com-

posed of a "specular" component of strength a and phase-

shift 8, and a series of random components (echoes) whose

combined strengths and phase shifts yield a Rayleigh

distributed vector. More specifically, during a binary sig-

naling interval of T seconds, one of two equal-energy

equiprobable narrow-band signaling waveforms, say

_k (t) = xk (t) exp (j_ot), k --- 1 or 2, is transmitted into the
channel. We characterize the Moon echoes in terms of

"scatterers" which we shall group together in a certain

way to form the combined echo. Thus, if a "scatterer"

(surface element) is in the correct position and possesses

a directivity in the direction to the spacecraft, a reflected

signal component will appear at the input to the com-

mand detector. A scatterer is defined by a strength b_ (t),

a doppler shift _m, and a modulation delay r_, such that, if

_k (t) is transmitted the input to the receiver, exclusive

of the noise, may be written as

_k (t) = axk (t - r) exp [i,,,t - j8 (t)]

+ _ b, (t) x_(t - _ - _,) exp [i (_ + _m)t - _,(t)]
i

The discrete nature of this sum is justifiable in that cer-

tain regions of the Moon will not serve as a scatterer

defined here. In particular, the orientation of certain sur-

face elements relative to the spacecraft antenna will be

such that the reflected energy received is extremely small

when compared to the additive noise and may be

neglected. In order to further characterize the resulting

waveform we make several assumptions related to the

interplanetary geometry and re]tecting properties of the
Moon.

First we assume that the doppler-shift on the Moon

echo link is small when compared to the received carrier-

frequency aboard the spacecraft. 1 This assumption con-

strains the velocity which the spacecraft and Moon

approach each other to be small, i.e., _p + _m _ up.

Second, we assume that the modulation delays r_ are

small when compared with the command bit length T.

This says that xk (t - r - r_)_ xk (t - r) for the maximum

r_ occurring in the sum. Physically this constrains the dis-
tance from the spacecraft to the Moon at which the

model will hold. If r_ should be comparable with the

bit period, then it seems likely that the spacecraft will

be sufficiently far from the Moon that the individual

reflections are weak when compared to the strength of

additive noise. Hence, this assumption is not too restric-

tive. The case in which this assumption would be sus-

pect, and in which a more general analysis (which does

not make use of this assumption) would be in order,

would be near the line of demarcation, i.e., where the

reflections are significant and the modulation delays com-

pare with the bit length. If such a case does occur, the

receiver is faced with an additional problem of inter-

symbol interference. As a matter of fact, the optimum

receiver is no longer the "one-shot" correlation receiver;

instead, the receiver is highly non-linear and contains

memory at least as long as the multipath spread. Intui-

tively, it is felt that this line of demarcation does not

exist and, hence, intersymbol interference will not be a

problem at the receiver. The primary reason is that at

spacecraft distances remote from the Moon where the

r's are large (pure conjecture on the author's part) the

back-scatter or multipath will not be significant. Using

these two assumptions the input to the receiver, exclusive

of the noise, becomes

_k(t) = xk (t - r) [a exp [-i8 (t)]

+ _ b_ (t) exp - it, (t)] exp (j_t)
i

One final assumption which appears to be physically

justifiable is that the random processes bl (t) are "slowly

varying." By "slowly varying" we mean that they remain

relatively constant over one bit period. For soft-landing

this assumption does not appear to be too restrictive.

The reason is that the orientation of any scatterer (with

respect to the spacecraft) which is significantly contribut-

ing to the combined return echo does not change during

_D. O. Muhleman has recently shown that the difference in fre-
quency between the direct link and the reflected link is
fp-f_ = 2c-_(vp-v,)fo where vp is the radial spacecraft velocity
of the spacecraft with respect to the Earth and v, is the radial
velocity of the Moon with respect to the Earth. For small vp -- v,,
i.e., soft-landing, this shift will be small when compared to the
received carrier frequency _.
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the bit period T. This assumption, of course, constrains

the length of the bit period and the velocity at which the

spacecraft approaches the Moon, and is certainly com-

patible with the first. Using this assumption and the fact

that the Moon behaves as a Rayleigh scatterer, the sum

E bi (t) exp - iei (t)
i

becomes the Rayleigh distributed vector s (t) exp [je (t)].

Thus, the input to the command detector may be
written as

_k (t) = {aXk (t -- r) exp [--i8 (t)]

+ s (t) xk (t -- r) exp [--ie (t)]} exp [i_0p(t)]

exclusive of the noise. These two vectors may be com-

bined to give the received waveform

(t) = a (t) xk (t - r) [exp [i_t + 0 (t)]] + n (t) (1)

when xe (t) is transmitted.

If, on the other hand, the random processes, bi (t) and

ei (t), are not "slowly varying" (corresponding to a rapidly-

varying channel), the model postulated here does not

adequately characterize the channel. Models for fast fad-

ing channels are available (Refs. 17 and 18), as are the

optimum receiver structures (Ref. 19); however, this au-

thor is unaware of any extensive error-rate analysis which

has been made for arbitrary fading rates and sub-

optimum receivers. A few results are available for the

fast-fading channel (Ref. 20); although, the channel model

presumed does not seem to conform to the present physi-

cal situation. It is shown that (Ref. 20), for a carefully

defined fast-fading channel, there exists an irreducible

error probability at which an increase in transmitter

power cannot reduce the error probability below. For

slowly-varying channels, this irreducible error rate.does

not exist if an optimum receiver is mechanized. A special

case of this phenomena for suboptimum reception has

been noted to occur (Ref. 21) for the slowly-varying chan-

nel. For the transition region between slow and fast fad-

ing, only a few error rate results seem to be available

(Ref. 22). Much research work needs to be done in this

area. Error probabilities for optimum and easier mecha-

nized suboptimum receivers have been extensively studied

for a rather broad class of slowly-varying channels (Refs.

15, 16, 21, 23, 24, and 25), and these results provide

upper bounds on error rates for fast-fading channels

which belong to the same class. In fact, the results which

follow are optimistic in that (given a correlation receiver)

the error rate encountered for a fast-fading channel can-

not be less than what we derive here. It is also question-

able as to whether a fast-fading channel could cause an

irreducible error probability at the receiver when a specu-

lar component exists in the observed data. A reasonable

conjecture is that this will be true if a suboptimum re-
ceiver is utilized. So much for the channel model. Its

ability to describe the physical situation has its limitations.

It may be shown that the joint probability distribution

of the length a (t) = constant -- a for 0 _ t _ T, and an-

gle 0 (t) = 0 --- constant for O_t_T, of the sum of a

fixed vector (a, 8) and a Rayleigh distributed variate is

a I a2+aZ-2aac°s(O-8) 1p(a, 0)=_exp -- 2a 2

0-_a L o0

0L0 -- 8_2rr

= 0 elsewhere

(2)

If we let a = 0 in Eq. (2), i.e., absence of the direct wave,

we obtain the probability distribution for the Rayleigh

vector (s = a, e). As _ approaches zero, the amplitude

distribution p (a) may be approximated by the Gaussian
distribution with mean a and variance _2. This corre-

sponds to a point in the spacecraft flight where the omni-

antenna aboard the probe begins to receive faint echoes

from the scattering surface. In the limit as _ approaches

zero the distribution approaches a delta function centered

at a, i.e., _ (a - a). This corresponds to the early stages

of the flight and the channel is of the purely additive

white Gaussian noise type. Consequently, by varying the

parameter _ in the error probability expression we may

observe how rapidly system performance changes as the

propagation path (or channel) changes from a purely

fixed one to that of a purely random one-all in between

forms included as special cases. This type of channel is

known to occur in other physical situations; e.g., binary

data-handling tropospheric and ionospheric scatter sys-

tems (Refs. 15 and 16).

c. Analytical results. Given that the receiver knows

(either a priori or as a result of measurement by means

of phase-locked-loops) both 0 (t) (subcarrier syne) and

(bit sync) for each transmission, the optimum a posteriori

probability computing receiver passes the arriving signal

into a pair of matched filters whose impulse responses

are proportional to time-reversed T-second-delayed copies
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of transmitted waveforms. In making a particular binary

decision, the matched filter outputs are sampled at the

conclusion of the signaling interval. These sampled values

are then compared, and the larger determines the most

probable waveform a posteriori.

To establish the error rate for such a data link we

write the conditional error probability (Refs. 15 and 16),

i.e., the error probability given that the channel gain is

identically a,

1 [ _ exp [- -_] dx (3)

where R = E/No,/_ is the real part of the complex signal

correlation coefficient h, No is the single sided spectral

density of the noise, and E is the common signal energy.
If _ = - 1 the waveforms are the same except for 180-deg

difference in carrier phase. Eq. (3) specifies the error

probability for the purely specular channel, i.e., no spuri-

ous echoes. The probability distribution for the channel

gain, a, is obtained by integrating Eq. (2) over the range
of the variable 0. The result is

p (a) =
l a [aZ+az 7 (aa)

-_exp 2-_ _1 Io --_ ; O--_a-- _

0 elsewhere (4)

where Io (z) is the modified Bessel function of order zero.

For convenience, we introduce the following notation;

i.e., let t = a/_ and d = aZR (1 - h) = fl (1 - A)/2 where

fl is defined as the signal-to-noise ratio of the scatter

channel component. Averaging Eq. (3) over the channel

variations yields, after interchanging the orders of inte-

gration, the average error rate s

P_---- l Il - (2)_ ff° Q(t,y/_d)exp(- Y---2)dY 1 (5)

where

f/ [ + ,o(oz>.z (o>Q (a, fl) = Z exp 2

is the well-known, tabulated Marcum Q-function (Ref. 26).

To obtain a solution to the integral arising in Eq. (5) is

2See Ref. 16 for the derivation cumulating in Eq. (7).

a rather lengthy and tedious procedure? The integral,

however, has been solved (Ref. 16); the solution is

1[ ( d )_]Ps=Q(p,q)---f 1+

X exp[--(Pz2q2.)]Io(pq) (7)

where

],2 {1 + 2d - 2 [d(1 + d)]_}\_P= 2(1 +d) )

q=(v2{l+2d2(1 +2[d(l+d) +d)]_}) _i

d= fl(1 --_) ,/2 a2
2 ; = 2-_-_

I0 (z) = imaginary Bessel function of order zero

and Q (p, q) is defined by Eq. (6). In terms of physical

communication parameters ,/2=_a2/2a._ represents the

ratio of the average energy received via the specular

channel component (direct-wave from the Earth to the

spacecraft) to the scatter components (reflections from

an irregular surface), while fl represents the signal-to-
noise ratio produced by the scatter channel components.

As a check we let ,/5 = 0 in Eq. (7) and arrive at

e_(1)= _ 1-\1+d] I (8)

for the scatter channel. As a further check we consider

the purely specular channel, i.e., a--->0. In order to evalu-

ate P_ in this case, we use the well-known asymptotic

expansions,

exp [z]

Io (z) _ (2.arz)_ for large z,

l fq °_ (2)Q (P' q) "_ (27r)_ v
-- exp -- dx (9)

_According to Dr. Robert Price (private communication) this inte-
gral is identical to the conventional singly non-central F-distribution
with two degrees of freedom for the numerator chi-square variate
and one degree for the denominator.
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for large p and q. This is precisely the situation in Eq. (6);

i.e., as _--->0, 72---> 09 and d--->0. Thus, using the expres-

sions for p and q we find

q2 _ pZ = (q _ v) (p _k_q) = 272

or

q -- p = 2./2 (p + q)-_ = [a2R(1 -- _)]_

and

limexpV-./2(l+2d)'] [ 7z 1_-,o - 2(l+d)_] I° 2(f_-d)_0.

Hence

1 0o X 2

Ps-=_-'_f exp -- (-_-) dx
rr J ta_l¢(1 -_)] '_,

(10)

which agrees with Eq. (3) evaluated at a = a, as it should.
This is the well-known error rate for a coherent correla-

tion receiver operating in the face of white Gaussian
noise.

Eq. (7) is plotted versus (1 + 72)fl in Fig. 11 for

,/2 =_ 0, 2, 10, 100, and 72 = _. The parameter

a2E 2a2E

(1 + 72)/3 = _ +. N---_-

represents the total average energy received via both

the fixed and scatter components. In fact, 2a2E/No is the

signal-to-noise ratio produced by the spurious reflections.

It is interesting to point out that, as the ratio 72 changes

from 0 to 3 db, system error rate does not improve as

drastically as when ./2 changes from 3 to 10 db. As a
matter o£ fact, these curves indicate that system perform-

ance changes most rapidly as 72 changes from 0 to 10 db.
Further, we note that in the small signal-to-noise ratio

region the error curves tend to merge together, whereas

at large average received signal-to-noise ratios the curves

tend to spread apart. That this is indeed true from a

physical standpoint may be explained in the following

manner. Having fixed 72-- constant, the signal-to-noise

ratio (in this region) of the scatter component, t, must

be small. This says that the scatter components in the

channel are becoming small; consequently, for small fl

the error probability approaches that of coherent recep-

tion in the face of white Gaussian noise [Eq. (10)]. On

the other hand, for large values of (1 + 7"_)fl the curves

tend to spread apart. This is caused by an increase in

the random or scatter fluctuations introduced by the

channel; i.e., the spacecraft approaches the landing point.

Apparently ./2 = 2 (3 db) corresponds to a large amount

of fading in physical situations where both fixed and

random path components are present. For ./2 = 10 (10 db)

we see that the effect of fading on the performance is

becoming less drastic and the error probability is being

largely governed by the fixed-channel component. This

is indeed the ease for ./z = 100 (20 db).

For channels whose transmission paths are largely

fixed, the effect of a small scatter component is almost

imperceptible on the system error probability. Note how

closely spaced the error curves for 72 = 100 and _ be-

come. This condition apparently does not correspond to

an abnormally large amount of fading in channels which

contain both fixed and random components.

As an example as to how these results apply in a physi-

cal situation, let us suppose that a command link has

been designed such that the error probability (on the

average) is not to exceed 10 -_ in the face of white Gaussian

noise. Assume that orthogonal signals are employed at
the transmitter and coherent detection is used at the

receiver. We see from Fig. 11 that this requires a signal-

to-noise ratio of approximately 10 log1, 18 =- 25 db. (For

antipodal signals this requires about 9.5 db.) Suppose we

consider the Earth-Moon channel postulated earlier. The

question which immediately arises concerns determining

a reasonable value of 72 based on radar measurements

made from the Earth. This may be determined by assum-

ing that the Moon is a uniform sphere and evaluating the

back-scatter function. The back-scatter function (Ref. 27),

may be computed as a function of the rotation velocity,
the Moon radius, and the tilt of the Moon axis from

perpendicularity with the line of sight. We denote this

function by a (r, f) where r is a variable of range delay

and f is a variable of doppler shifts. We assume a nor-

malization such that a (r, f) is expressed in terms of square

meters of effective radar cross section. That is, 1 w/m s

of incident power will scatter toward the receiver a watts

per steradian of solid angle substended at the target.

The total power received per square meter of projected

area is (Ref. 27)

2q "_:--// a(r,f)dfdr
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Fig. 11. Error probability versus average received

signal-to-noise ratio

For a uniform sphere it is common to break 2a 2 into two

factors: namely,

2a 2 = pD

where v is the intrinsic reflectivity of the Moon (i.e.,
0.0075) and D is called the "directivity" factor. D is unity

for a perfectly smooth target surface, D -- 2.7 for Lambert

scattering and D = 5.7 for Lommel-Seeliger scattering.

Assuming that one unit of flux is incident upon the

Moon's surface per square meter of projected area and

that D = 1, we find that

1 1 1

2_" Do (1) (0.075)
- 13.33

For 72 = 13.33, interpolation from the curves of Fig. 11

shows that the error rate will increase from 10 -_ to ap-

proximately 0.5 )< 10 -3. Stated in another way the error

rate will be approximately 20 times higher than what

the system was actually designed, i.e., 10 -5. The corre-

sponding increase in transmitter power required to main-

tain an error rate of 10 -0 during the final approach to

the Moon is approximately 60/20 -- 3 or 4.7 db. Such a

result is not too surprising when considered in the light

of point-to-point communications via the ionosphere

where some form of diversity reception is used to offset

the effect of fading. For large values of D, i.e., Lambert

or Lommel-Selliger scattering, the error rate would be

higher.

d. Conclusions. In accordance with the realistic exam-

ple just presented, we find that any real command system

will be operating on questionable grounds if it is designed

on the assumption that the channel is characterized by

additive white noise for the entire flight. In particular,

the channel model is time-varying in the last few min-

utes of the flight,and the design engineer must take this
into account if the command detector is to function con-

sistently from launch to landing. The channel model

presumed in this analysis appears to be a fairly good

characterization of the physical situation involved.

As an example, we have shown how the command

link's error probability will change as the spacecraft ap-

proaches the lunar surface where the channel may no

longer be characterized by additive white Gaussian noise.

In particular, if one assumes that:

(1)

(9)

(3)

(4)

The channel adds only white Gaussian noise

throughout the spacecraft's flight.

The transmitted signals are orthogonal.

Enough transmitter power is available to maintain

the error rate at 10-5 (typical of the Mariner com-

mand system) under the assumption of a Gaussian

channel throughout the entire flight.

A perfectly coherent correlation detector is mecha-

nized in the spacecraft, then the actual error rate

at which the command link performs (assuming a

time-varying channel due to the multiple echoes
or Moon back-scatter) is reduced to 0.5 X 10 -3 or

20 times higher than expected. The corresponding
increase in transmitter power required to maintain

an error rate of 10- _ during the final stages of the

flight is approximately 4.7 db.

What this result says is that in the initial stages of the

flight, namely, when the spacecraft is far from the Moon,
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the command link makes one error in 105 bits of trans-

mitted information. As the spacecraft approaches the

Moon, all things remaining the same, the command de-

tector errs on the average of (due to the time-varying

channel) 5 bits in 104 bits. Hence, designing the command
detector on the basis of the fashionable white Gaussian

noise channel may prove dangerous. Another (unjusti-

fiable) assumption (4), which has been made in this design

example, is that the spacecraft has stored a perfect phase

replica of the transmitted carrier. The fact remains that

this is not true and this can serve only to further reduce

the performance. Work is currently being carried out
which determines the effects on the detection process

when the stored phase reference is noisy and the channel

is time-varying. (The additive Gaussian noise channel is

included as a special case.)

2. Effect of Asymmetric Threshold in Threshold

Detectors, E.c. Posner

a." Summary. This note discusses the effect of an asym-
metric threshold detector used as a bit detector on a

white Gaussian channel. It is shown that if the threshold

is set so asymmetrically as to almost prevent one of the

two kinds of error from occurring, then the average error

probability at high signal-to-noise goes up by a factor

of sixteen, although the power loss is slight. Similar

conclusions hold even ff coding is used on the asymmetric

channel; the asymptotic power loss is 4.6 db in this case.

b. Introduction. In Ref. 28, the binary asymmetric chan-

nel was studied in connection with the Ranger Command

Detector (Ref. 29). This channel is a binary channel in
which, rather than the transitions 0 _ 1 and 1---) 0 being

equally probable, one of the transition errors occurs so

rarely in comparison with the other that the transition
can be assumed not to occur at all. Let us assume that

only the 1 _ 0 transition is allowed. In the Ranger Com-

mand Detector, 1---) 0 occurs with probabilities like 10 -5

or 10 -o when a 1 is sent, but the 0--)1 transition has

never been observed (Ref. 28). Let us for purposes of

this section call the channel "asymmetric" if the proba-

bility for 0--_ 1 is at most 0.001 times the probability of
1--_ 0. White Gaussian noise and linear integrators will

be assumed, although this simple assumption is not true

in the Ranger Command Detector.

In this part of this article, we study the effect on aver-

age error probability of setting the decision threshold
so near the 1 level, rather than half-way between, that

the 0--)1 transition occurs with probability 0.001 times

the 1 _ 0 transition. For symmetry, replace the "0" sym-

bol by "-1" in the analysis. We picture the threshold
operation probabilistically as in Fig. 12. The "-1" signal

when integrated for one bit time yields a normal distri-
bution of mean -1, variance _z. The threshold detector

calls the symbol "-1" if it is less than the threshold a;

otherwise, the symbol is called "-4-1." A symmetric detec-
tor would use a = 0.

Fig. 12. Asymmetric threshold

Note that so far no restriction has been placed on a,

so that a could be for example greater than -4-1. How-

ever, in order for the probability of -1---)+1 to be

0.001 )< pr (+ 1---)- 1), a must be greater than 0, other-

wise, p ( - 1 _ + 1) _ p ( + 1 _ - 1). Also observe that if

is not small, the problem becomes unrealistic, since

then a has to be greater than 1, so that pr (1 ---) - 1) > _.

However, the analysis assumes an arbitrary a.

c. Error probabilities. Denote by E (a) the average

error probability when threshold a is used. This a is so

determined that pr ( - 1 --) + 1) -- (0.001) pr ( -4-1 --) - 1).

We then wish to compare E (a) with E (0) and convert

this to a loss in transmitter power. The significance of

E (0) is that the threshold 0 minimizes the average symbol

error probability over all choices of a.

Standard analysis gives for these probabilities

E(0) = 1-q, (1), (1)

where (I,(t) is the unit normal distribution function.

The threshold a is determined by the condition that
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pr ( -- 1 _ + 1) = 0.001 pr ( + 1 --->- 1) when a is the thresh-
old, or

Let us assume that a is so small that the asymptotic

formula for the normal distribution can be used, even

at (1-a)/a. This formula, from Ref. 30, p. 219, is

1 -- ¢b(t) _ (1/(27rt)_) e -t_/s, Then

(1a+--_a)__(1 a+___a) exp (

(4)

_-: 1 (1:_a)s._

1--_(_ "-_-) __2__(___aa) exp ( 2a s ]"

Then Eq. (3) becomes

or

× (0.001), (5)

1 + a _ (0.001) e sa/(_=. (6)

In Eq. (6), it can be proved in advance that if a s is

small, so is _. Then (1 - _)/1 + a _ 1 and

(0.001) e s"/"' --->1. (7)

For convenience replace 0.001----_0o0 by e -7 --_A043.
Then

or

exp (-_- 7)---> 1, (8)

2_
as 7 --> 0, (9)

or

s

. .._ -_- a, (10)

the required expression.

Now in Eq. (2), we had

SO

1.001/ (1-- a))E (a) = ----_--- (1 - _ _ ,

1 (( 1E (a) _ (0.5005) -_- a exp ,_-q .
(11)

Using a = 7_ as in Eq. (11), we obtain, replacing 0.5005
by _ for convenience,

1 1

E (a) ,--, 2 _ 2_ aeT/S e-1/2a'" (12)

In the symmetric case, we have from Eq. (1)

ThUS,

1 (1)E(0)--_-_aexp --_ .
(13)

E (:) e_/s

E (0) _ _ _ 16.4. (14)

That is, the error probability per symbol goes up by a

factor of more than 16 times if we try to make the chan-

nel asymmetric at high signal-to-noise ratios.

In order to convert this loss to db, we ask, what vari-

ance would the asymmetric detector have to be given

to come out with the same symbol error probability as

the symmetric case? The ratio of variance is then the

inverse of the ratio of signal-to-noise ratios. So let E (a)

be defined for a_. Then we set E (a) with a_ equal to

E(0) with as:

to find

1 1 1
-- q e 1/sa' -- a:e r/s- ,/z_,, (15)

4e -r as e -1/a_ -_ q_ e -1/ai=, (16)

In Eq. (16), note that ax is less than a, since there must

be a power loss. It is also easy to prove that a: _ a from

Eq. (16), so that at high signal-to-noise, there is little

power loss, even though the error probability increases

by 16 times.

Since a_/a approaches 1, Eq. (16) can be written

4e -7 ,-_ e(1/aL1/a2), (17)
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so that

1 1

_ af ---) log 4 - 7. (18)

Thus, 1 - (a_/a s) ,-_ a s (7 - log 4) _ 5.61 a s for small a.

However, a must be quite small for this law to take effect.

For a giving error probabilities E(0) of 5 _< 10 -8, the

power loss is non-zero. Namely, _(1/a)=5X 10 -G,

a----0.2264; solving Eq. (3) with this a gives a = 0.179.
Then

½( (0.821  1E (0.179) = 1 -- • \0.2264]] = 2-

X (1 -- _I,(3.63)) = (1.3) 10-',

an increase in error probability of a factor of only 24.

However, although the error probability increase factor

is less here than in the asymptotic case, the loss is slightly

more than 1 db. This power loss may (in applications in

which the channel is used intermittently) perhaps be

compensated for by the fact that the receipt of a "1"

definitely means that a transmission is in progress (if "0"

is the signal absent condition). That is, the absence of

a message is not mistaken for the presence of a message.

d. Use of coding. In Ref. 31, the use of coding on the

asymmetric channel was considered. In particular, the

(2, 1) code which sends 0 as 00 and 1 as 11 was studied.

This code corrects all single errors on the asymmetric

channel, since receipt of 10 or 01 means that 11 was

sent and one of the l's was detected as a 0. This simple
code when used on the asymmetric channel reduces error

probabilities. Namely, Ref. 31 showed that if the symbol

error probability without coding was p, then with the

(2, 1) code, the symbol error probability becomes 2p 2.

This attractive feature appears to make it desirable to

sometimes use the asymmetric threshold, just to take

advantage of such simple codes.

This part of the article shows that even if one so codes

on the asymmetric channel, the symmetric one is better

without coding. (We double the symbol time in the

asymmetric case for comparison purposes, to preserve

information rate.) This result is, however, provable in

advance, at least qualitatively, since the optimum combi-

nation of waveform plus detection scheme for one symbol

on the white Gaussian channel with equal energy avail-
able per symbol is well-known to be: transmit ÷ 1

and -1, integrate, and symmetrically threshold detect

(Ref. 32, p. 343 et seq.). Since the coded asymmetric case

is merely one combination of waveform plus detection

scheme (for symbol schemes occupying twice the original

symbol time), the optimum scheme of merely doubling

the symbol time and still using the symmetric threshold

detector must be superior. This part of this article makes

these remarks quantitative.

Before continuing, we must define how we are to make

the detector asymmetric. Previously we used the 0.001

definition: the probability of one kind of error was to

be 0.001 times the probability of the other kind. How-

ever, when using coding we must be more careful, for if

tile probability of one kind of error is small in compari-

son with the other before coding, the forbidden kind of

error may actually be the more likely kind after coding.

Thus, the definition should be something like: "The

probability of one kind of error before coding is less

than 0.091 times the probability of the other kind of

error after coding." Letting r represent the 1--->0 error

probability before coding, we have, from Ref. 29, r'-' for

the output 1--->0 error probability with the (2, 1) code,

if the channel were truly asymmetric. This suggests the

definition for purposes of this section: pr (0---) 1) = (0.001)

[pr (1--->0)] s (here p (0---)1) means the transition proba-

bility given that a 0 was sent).

We then modify the asymptotic formula for _ obtained

in the previous section in accordance with this new defi-

nition. Eq. (3) becomes

1- • (-_)z (0.001)(1- • (_-_-))2 ; (19)

Eq. (5) becomes

1 ,, -(1 + ,,)"
1 ÷ ,_ exp 2a'-' --_ (0.001)

a2 -- (1 -- a) z

× 2_ (1 -- a) 2 exp (., (20)

After further reduction, we find

_er 1(1-a)2--al÷a _exp( -1+6a2_ s -az) (21)

Now in this case, a does not approach 0 with a; other-

wise, the left side of Eq. (21) would approach + _, the

right side would approach 0 or else approach ÷ :¢ too

fast in comparison with the left side of Eq. (21). The only

way out of this paradox is to conclude that a s - 6a ÷ 1--_0,

or a---> 3 ±2_V2. The root 3 + 2_ is clearly wrong, so
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c,-+3 -- 2_/2_,_ 2. Then 1 + a--+4 - 2V--2, 1 - a--+2_/-2 - 2.

Then Eq. (20) becomes, writing a (or) for a,

1
a2 (_,) - 6a (a) + 1 _ 202 log--. (22)

or

Thus,
1

o_ log --

a(or) = 3 - 21¢-e2- 4 + o o.21og .

Consequently,

l+a=4- 21(-_

1
_2 log --

Or

4

1 -- a = 21_/_-- 2+
4

and

1 + a - 4- 2_/2 + o(1),
or or

1
02 log --

or

1--a 2_--2

O" or

+ o (1).

(23)

Therefore, if a -- 3 - 2V-2 is substituted for a in Eq. (19),

the error involved in doing so will be small if or is small.

Thus, a has been determined, and we use a --- 3 - 2V-2

as the threshold at high signal-to-noise.

The error probability after using the code is essentially

X exp (-- (2 _[2"-- 2)Z).2o.2

0. 2

(2V2 -

(24)

Now let us find the error probability in the uncoded

case when twice the integration time is used. This dou-

bling merely amounts to replacing or2 by or2/2 in Eq. (1),

so the error probability that is to be compared with
Eq. (24) is

(_____) 1 e_1/02" (25)I--¢ _'_ 2-----_ or

The ratio R of Eqs. (24) to (25) is given by

(1 )o. exp "_-(4_/2-5) •a = 8V;(3- )
(26)

The exponent 41(-¢2 - 5 in Eq. (26) must be positive, as

it is, since the asymmetric case is, as was observed, worse

than the symmetric case.

Eq. (26) shows that the ratio R is greater than 1 for

small o, and in fact arbitrarily greater than 1. For or = ¼,

corresponding to the uncoded, not doubled, symbol error

probability of 10 -5 with symmetric threshold, Eq. (26)

gives
R _ 800.

Let us now compute the asymptotic loss in db using

the (2, 1) code. We shall see that the power loss in db

is not asymptotically 0, but a non-zero quantity.

Thus, in Eq. (25), replace or by or,, and see how large

02 must be in comparison with o12 for equality between

Eqs. (24) and (25). We obtain

(2V - 2exp 9.oru

By taking logarithms of both sides, we obtain

0.2

-= -+2 (3 - 2 = 0.354.
oi

Thus, the power loss factor is 0.354, or 4.6 db.

(27)

(28)

e. Conclusions. We have seen that the use of an asym-

metric threshold detector to obtain a binary asymmetrie

channel instead of a binary symmetric channel leads to

a system whose average probability of symbol error is

more than 16 times higher than in the symmetric chan-

nel. But when measured in power loss, the loss is only

about 1 db or less. Thus, adding 1 db of extra power

and making the channel asymmetric leads to the same

error probability in the asymmetric system as in the sym-

metric system, at least at moderate or higher signal-to-

noise ratios. And then one has the advantage that if "0"

means "signal absent," and "1" means "signal present,"

then a 'T' means that a message is present. For systems

used intermittently, such as the Ranger Command De-

tector is used, this feature is often desirable. But for

telemetry systems that operate more or less continuously,

this asymmetric feature might be a disadvantage, even

ignoring signal loss.

If one is presented with a source of information bits

at fixed rate, and wants the asymmetry feature, he might

be tempted to cut the symbol period in half. He would

then think to more than make up for this by using the
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simple (2, 1) code. He would still have the asymmetry

property.

But our preceding results show that he would be better

off not cutting the symbol period, at least at high signal-

to-noise (the result is conjectured to be even more true

at low signal-to-noise). For we know that at high signal-

to-noise, the asymmetric detector is only a little worse

than the symmetric one. And we also know that the coded

asymmetric case is almost 4.6 db worse than the sym-

metric threshold detector with the full symbol time. Thus,

one loses almost 4.6 db in cutting the symbol time in half

and using an asymmetric threshold with a (2, 1) code,

even if the original detector were unsymmetric. This

result extends previous JPL work on the same problem

for symmetric detectors (Ref. 33).

However, there is a situation in which the (2, 1) code

can be used to advantage with an asymmetric channel.

This case is the one in which the symbol time and detec-

tion scheme is already fixed to yield an asymmetric chan-

nel, but a cut in information rate can be tolerated. Such

a situation is the one which usually holds for such sys-

tems (Ref. 29).

3. Extension of Extreme-Value Theory for

Error-Probability Estimation, e. c. Posner

a. Summary. This note continues previous work on the

use of extreme-value theory for the estimation of bit error

probabilities in threshold-detection systems such as the

one used in the Ranger Block III Command Detector. A

maximum-likelihood method is obtained for estimating

the error probability. Large sample theory is used to
obtain a one-sided confidence interval around this esti-

mate. Data obtained from an actual Ranger Command

Detector is used to compute the estimate of error proba-

bility as well as the confidence interval in a particular

case. The extreme-value method is compared to the error-

count method. A goodness-of-fit test is applied to the

extreme-value distribution obtained by the maximum-
likelihood method, and the deviations that occu_ are

shown to be well within the random variation expected.
Thus, we can assume that the extreme-value distribution
holds for the data obtained.

b. Review. First we shall summarize the contents of

the previous SPS article on this subject (Ref. 34). The
extreme-value distribution referred to is of the form

exp(-exp (-_ (x- u)), where _, u are positive param-

eters. This distribution is the asymptotic distribution,

as n--* oo, of the extreme positive value among n inde-

pendent random variables xi chosen from a distribution

of exponential type on the right, if _ and u are correctly

chosen. "Exponential type on the right" means that the

distribution F (x) has, for x > some x0, a density funK-

tion f (x) which is differentiable and not zero, such that

f(x) _ f'(x)
lim 1 -- F (x) lim f (x) "

Also, "asymptotic distribution as n_ oo" shall mean the

following: a sequence of distribution functions Gn(w)

is said to converge to the asymptotic distribution G (w) if

lim Gn (w) = G (w)
n--_ o0

everywhere. The way this definition applies to the

extreme-value situation is the following: for each n, the

distribution of the maximum of n independent samples

from F (x) has associated with it positive parameters
an, Un whose definition need not concern us here. Let

z = max xi,

and consider the random variable w : an (X -- Un). Then

the asymptotic distribution quoted holds in the following
sense. Let Gn denote the distribution of w. The.state-

ment is that the distribution Gn(w) converges to

exp (-exp (-w)) for all w.

The parameters an and un do not converge to an a, u.

However, for given fixed n, the parameters an and un,

written a, u, are unknown anyway and so must be esti-
mated. Of course, an and un are determined from F

and n, but F is not known. In fact, if F were known,

the extreme-value theory might not be needed. One is,

however, willing to assume that the unknown F is of

exponential type, since this assumption is satisfied for

distributions having right-hand tails qualitatively like a

normal or negative exponential distribution.

The way extreme-value theory is used in estimating

error probabilities is as follows: Consider a threshold-

detection scheme which calls a bit a 'T' if the output
of the detector rises above a certain amount; otherwise,

the bit is a zero. Assume the bit rate is slow enough so

that deviations in different bits are independent random

variables, as is true in the Ranger Command Detector.

Examine a run of M -- Nn successive bits, with for exam-

ple a "1" as the transmitted symbol. Look at the maxi-

mum of (negative of) this deviation in each block of n bits.
If n is large enough, the deviations would hopefully have
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the extreme value distribution with unknown parameters

a,u. Then estimate _,u from the N samples of the dis-
tribution.

Using a, u, we then estimate the error probability from

the probability of exceeding the fixed threshold in an
extreme-value distribution with parameters a and u. For

we can estimate the probability that the maximum out

of n exceeds the threshold. Simple algebra transforms

this probability into the probability that a given one

observation exceeds the threshold; for small error proba-

bilities, one just divides by n. We wind up with an esti-

mate of the probability of the error "1--_ 0," given that
a 'T' was sent.

A similar estimate is used to find the error probability

of the "0---)1" transition. However, in the Ranger Com-

mand Detector, the threshold is set asymmetrically, so
that the "0---_ 1" transition can be assumed not to occur:

Ref. 34. (Ref. 35 and Sect. XXI-C-2 by Posner elsewhere

in this volume discuss this asymmetry property fur-

ther.) Thus, in the Ranger case, assuming transmitted

"0"'s and 'T"s equally numerous, the error probability

is estimated as one-half the estimate of the probability of
the "1 ---) 0'" transition.

In practice, we used M = 3000, n = 100, N = 30. That

is, extremes were taken from successive 100 samples,

giving 30 independent samples from, hopefully, an

extreme-value distribution. As Ref. 33 indicates, the num-

ber of samples necessary to get estimates of error proba-

bilities with confidence comparable to the extreme-value

theory estimates could be 10 or more times as large, if
only the occurrence of errors is recorded, rather than

the value of the voltage to be compared with a threshold.

It is this difficulty of obtaining sufficient data by classical

error estimation procedures, coupled with the failure of

the normal distribution to adequately explain the dis-

tribution of voltage at an individual sample, that accounts

for the usefulness of extreme-value theory in this appli-
cation.

We now carry out the program described in this section

to obtain estimators for the parameters a, u in the extreme-
value distribution, and use these estimators to estimate

the error probability. We also obtain a confidence interval

for this estimator, and carry out the calculations for a
particular run of data from a Ranger Block III Command
Detector.

c. Maximum-likelihood estimators. The best kind of

estimator to use for general purposes is a maximum-

likelihood estimator, for these estimators are asymp-

totically unbiased and asymptotically yield minimum

mean-square estimation error. Furthermore, maximum-

likelihood estimators are jointly asymptotically normally
distributed with means the true means and calculable

covariance matrix. Thus, confidence intervals can be con-

structed for a single parameter without knowledge of

the other parameters. This ability to obtain confidence

intervals for a single parameter is a property of jointly

normal estimators not shared by other kinds of estimators

in general (Ref. 36, Chapt. 10). The sample size one has

to deal with in some of the applications, namely, N, may

be as small as 20 or 30, so that perhaps the applicability

of the asymptotic theory of maximum-likelihood esti-

mators is questionable. But the decided advantages of

using the asymptotic theory are so great that we adopt

the principle of maximum-likelihood, and assume the

asymptotic joint normality.

We first made a change of parameters in the extreme-

value distribution F (x) = exp (-exp (-a (x -- u)) to a

set of parameters more suited to our purposes. Namely,

we are interested not so much in a or u as in/3, the proba-

bility that a random variable distributed according to

F (x) exceeds the known threshold x,). This/3 is thus de-

fined as F (x,,) = exp (-exp -- a (xo - u)) =/3. We shall

now write F in terms of ,_ and [3, rather than a and u.

We have /3--exp(-exp-(a(x u))), so log/3--

-exp (-a (x0 - u)). Let us define v = _ (Xo - u) and esti-

mate v where/3 -- e -_-_. Then

F (x) -- exp -- (exp (--a (x -- xo) + v)) (1)

is the extreme-value distribution, with unknown param-
eters a and v. We now obtain the maximum-likelihood

estimators of a and v.

If the N samples from F are Xl, xz, • • • , x_., then the

likelihood function for the given sample of N is

L (x,, • • • , v, = exp - Y (x, - Xo)+ Nv)

X exp (-- E exp -- (a (x, -- Xo) + v)), (2)

since the density function f (x) -- (d/dx) F (x) is given by

f (x) = ,_exp - (a (x - x,,) + v))

X exp - (exp - (_(x- Xo) + v)). (3)
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To find the _,_v maximizing Eq. (2), we differentiate the

logarithm of Eq. (2) and set equal to zero:

log L = N log a - Na (_ - Xo) - Nv

- E exp - (_ (x, - x0) + v),

where _ = (l/N) _ x_. Then

(4)

iglogL _ N

_,0t Ot
N (_ -- Xo)

+ Y. (x, -- Xo) exp -- (a (x, -- Xo) + ,),

log L

_ - N + Y. exp - (a(x, -- x0) + ,). (5)

The likelihood equations to be solved for _ and _, the

required maximum-likelihood estimators, are obtained

by setting (_ log L/_a) = (_ log L/_v) = 0 in Eq. (5).

The likelihood equations (5) do not have a closed-

form solution, so a numerical technique must be used

to find a and v. Newton's method is useful, but a good

zeroth approximation must be obtained before the method

will work.

One way of obtaining zeroth estimates graphically will

be briefly described; a numerical approach is expounded

in Ref. 37, p. 226. Namely, one uses extreme-value proba-

bility paper, which is probability paper so constructed

that when an extreme-value distribution function is

plotted on this paper, it becomes a straight line (Ref. 34;

Ref. 37, p. 34). Such paper is very useful in this work,

and is available from a commercial supplier (Technical

and Engineering Aids to Management, Lowell, Mass.).

Thus, the vertical scale is linear in x, but the horizontal

scale is proportional to --log (--log F (x)). One then

orders the x_ into xt,,), where xt,_)_x(,,+l), 1 _m_N.

The value of F(x) to be associated with xt,,_ is

(N + 1 - m)/N + 1. One then fits a straight line to the

data by any means, visual or otherwise, to obtain the first

approximation to _ and _. Thus, the slope of the line

is the first approximation _0 to _ and the vertical inter-

cept is the first approximation @0 to _. Then the first

approximation "_o to _ is of course --exp (--_o (x0 -- _)).

Newton's method for solving simultaneous transcendental

equations is then applied until sufficiently good approxi-

mations to a_ and "_ are obtained.

Thus, consider the data of Table 2, obtained by

J. Ashlock of Sect. 334 for a 5-min run of a particular

Ranger Command Detector. Since 10 samples can be

taken per second that are still independent, M = 3000.

For n, 100 samples were used. Thus, N = 30. The data

is in arbitrary units in which the threshold Xo was 955,

just beyond the highest xl observed. The graph of Fig. 13

was obtained, with the "Gumbel line" fitted by eye.

Notice how good the fit is (we shall say more about this

later). The values of _o and _0 obtained from the straight

Table 2. The 30 ordered extreme deviations x(m)

m X(ta)

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

X(m) ltlrg

948 16

881 17

837 18

820 19

793 20

758 21

750 22

732 23

724 24

720 25

697 26

650 27

645 28

642 29

623 30

604

591

582

570

561

540

520

503

489

477

460

450

442

423

400

I000

Xo
90O

800

l 700

600

/
500

400

(3011

300
--I.5 --Ii0 --0.5 0.0

f

0.5 1.0 115 2.0 2.5

- Io0 log(F'tx))-I

Fig. 13. Maximum-likelihood Gumbel line

5.0 :5.5
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line were _,, ----8.77 X 10 -3, 9,, = 3.46. The likelihood

equations appear formidable, but the visual fit was so

good that R. McEliece was able to solve the likelihood

equations with a desk calculator, using only two itera-
tions. The final values obtained were _o = 8.76 X 10-3,

vA = 3.52. Then/_ -- e -e _ = 0.971, and 1 - 9 = 2.9 X 10 -2

is the maximum-likelihood estimate for the probability
that the maximum in 30 of the x_ exceeds x0.

Now let _ be the maximum-likelihood estimate of the

probability e of making the "1---)0" error when a 1 is
sent. We have (1- _)" = t, so

h

^ 1 -- fl -- 2.9 X 10 -2
e _ -- 2.9 X 10-4.

n 100

Letting p be the error probability, we observed that
p =- e/2, so if _ is the maximum-likelihood estimator of p,

we have _=P/2. Thus, _=1.5X10 -4 is finally the

maximum-likelihood estimate of the error probability

using that particular Ranger Command Detector under

those particular conditions of temperature and signal-to-
noise ratio.

d. Confidence intervals. Confidence intervals for Avshall

be obtained using the following theorem (Ref. 36, p. 236):

The maximum-likelihood estimators ^a,^v are for large N

approximately bivariately normally distributed with

means a, v and covariance matrix (l/N) V, with V = R -1,

R=-E Iog f (x; a, v) , i,/= 1,2.

Here _i = _a if i = 1, _i = 0v if i--2, and E denotes

expected value with respect to the distribution F (x: _, v)

whose density function is f (x; a, v).

From this theorem, we could obtain joint confidence

regions for _ and _, but since we are interested only in
v, we proceed as follows. Since _ and '_ are assumed

jointly normal, then _ is normal in its own right. And
the expected value of $ is still v. The variance of $ is

merely 1/N times the (2, 2) term in V. Thus, the asymp-

totic marginal distribution of _ is completely specified,

and we can obtain confidence intervals for v by standard
procedures. We must first therefore find the covariance
matrix V.

We had

F (x;a, v) = exp(-exp -- (a(x - Xo) + v)), (1)

so that

[ (x; a, v) = a exp (- a (x - x0) + v)

X exp - (exp - (a (x - x0) + v)).

Differentiation yields

(3)

_2 log f _ -- 1
_.a2 a2 (X -- Xo)2 e -_a(z-z°) +v),

,_ log f
_._v - (X-Xo) e -(_( .... )+_),

,_2log [
_v z -- e-(a(_-zo)+v);

(6)

defining r,_ = --E (02 log//Oa2), etc., one has

I 1
r.. = -_ + E ((x - Xo)z e -`_(_-_°) +_)),

I r._ = E ((x -- Xo) e -(_( .... )+v,),
I rv. E (e

(7)

We must now find the expected values required in

Eq. (7). Define H (t), the moment generating function
of the standardized extreme value distribution e -e-', as

oo
H (t) : e tue -_ e -e-' dy. (8)

=-_

Then H (t)= I" (1- t), r the gamma function (Ref. 37,

p. 173). We can use this result by transforming (7):

I E ((x- Xo)2e -(_(z-_°)+v)) : fu _=__\(Y--Vyea/ 2ue-e-" dy,

fu _ y- vE ((x - xo)e-(a(_-_o)+v)) = :-_ (----_-)e-Zu e-e-" dY ,

f/E (e -(_( .... ) +')) = e -2u e -e-" dy. (9)

The third integral in Eq. (9) is easy to evaluate and

equals 1. For the other two integrals, define

ao
A1 = y e-2Y e-e-, dy,

A2 = y2 e-2y e-e-, dy.
=-_

(10)
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Then Eq. (9) becomes

=-- V2E ((x -- Xo)z e -(°(_-_°) +_)) A2 2vA_ ____
0[2 0_2 _2 '

A 1 V (11)

E ((x -- x0) e -<_(_-_°) +v)) =. a a'

E (e -("(_-_°) +v)) = 1.

Thus, we are reduced to determining Ax and A2. But

from Eq. (8), we have

Ax = H'(-1) = -r'(2);

A2 = H" ( - 1) = r" (2).

Using Whittaker and Watson (Ref. 39, Chapt. XII), we
recall

r'(2) = 1 - y,

71.2 Ti .2

1""(2) = (r'(2)) z + -_- -- 1 = (1 - y) 2 +--_- -- 1,

(13)

where y is Euler's constant 0.5744. Substituting these

values for Ax and Az into Eq. (11), we finally find the
matrix R:

r.. = (1 -- -/)_ + --ff + £v (1 -- Y) + v2 ,

tr v= - 1(1- + v),
rv_ = 1.

(14)

We are at last ready to derive the covariance matrix V,
or rather its (2, 2) term. Since V = R -x, the (2, 2) term

of V is given by

{ [r,_r_ 1_ }

After some calculation, we find this term. Remembering

to divide by N, we have finally

6 [(i-- +v)2+-_] (15)Var_ _ y

Now, in Eq. (15), v is an unknown parameter. How-

ever, as is usual, we can, since N is large and therefore

A • A

v very likely quite close to v, replace v by its estimator v.

Thus, we shall use

Var vain _-_-_[(1 - 7 + v_)2 + 6], (16)

a formula involving no unknown parameters. We have

proved:

Theorem: As N approaches infinity, Avis asymptotically

distributed according to a normal distribution with mean

v, variance given by Eq. (16).

We hope that N = 30 is large enough to use. Assuming
this, we can translate the above theorem into a confidence

interval for v in the usual fashion (Ref. 36, Chapt. 11).

Thus, suppose we wish a one-sided confidence interval

around rA. The way this interval would be used is to

make statements of the following type: "Unless an event

with probability 1 - A or less has occurred, the true error

probability is less than p0." That is, we want to use

extreme-value theory to give a maximum value to what

the error probability would be, with confidence it. Now

an interval of p-values starting at 0 corresponds to a

fl-interval ending at 1, and thus, to a v-interval infinite

on the right. Hence, we desire a confidence interval for v

one-sided infinite on the right. We then ultimately trans-

late this confidence interval for v into one for p by simply

mapping each point of the v-interval according to the
definition of v:

p--l(1 --e-(1/N)e-'). (17)

We will obtain a confidence interval for p of the form

[0, Po], as required. Of course, p0 will have to exceed _.

Let us proceed to carryout this program. Wewish to
say that

pr (v > vo) = it. (18)

As is usual, we use the asymptotic distribution of Avgiven

by the Theorem: ¢ is normal with mean v, variance

Hence,

a2 = N-_[(I -- 7 + 9'2 +-_].

pr(v A<vl)=pr v v < =it,
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and (vA -v)/_r has the unit normal distribution. Thus,

(vl - v)/,, is determined from tables of the unit normal

distribution; call _x this quantile of order )t of the unit

normal distribution. Consequently, (vl- v)/_r = 4_x, and
vl = v + _I'x. Then

Or

That is,

p (9 < v.)= ,X= pr (Vx> '_) = pr (v + o_I,x> _).

pr (v > v_- ecx) = X. (19)

A

vo = v -- o_I,x. (20)

Since vA and _, are known from the data, and epx is known,

we have indeed found the left-hand endpoint of the

one-sided confidence interval for v, and thus the right-

hand endpoint of the one-sided confidence interval for p,

as required.

We now illustrate these techniques with the data of
Table 2. We had N = 30, '_ = 3.52. Hence,/b = 0.592.

Let us obtain a 90_ confidence interval; that is, x = 0.9.

We find 00.9 = 1.282, so that from Eq. (20),

vo = 3.52 - (0.592) (1.282) = 2.76.

That is, we say that with probability 0.9, the true value
of v exceeds 2.76.

Now let us convert this v-confidence interval to a

p-confidence interval. As stated before,

/30 = e -e-'° = 0.939; (1 - eo) _°° =/30,

1

eo = 6 × 10-4;po = _eo = 3 × 10 -4.

That is, unless an event with probability less than 0.1 has

occurred, the true error probability in the system under

test is less than 3 × 10-'. Thus, the goal of the method
has been achieved.

e. Comparison with error-counting method. Let us now

compare the confidence intervals for e (the probability

that a "1" changes into a "0")obtained using extreme-

value theory with those obtained using the binomial dis-

tribution. This latter method would ignore the structure

of an error (namely, that an error is caused by the large

deviation of a random quantity), and record only the

occurrence of errors. Thus, in the data of Table 2, the

threshold x0 was never exceeded, so no errors were made.

The error-counting just uses the data "no errors in 3000

bits" instead of the actual record of voltage deviations.
Let us now find out how wide the confidence interval

for the error probability e is when using the binomial
distribution.

We have 3000 independent samples from a binomial

distribution with unknown parameter e for the probabil-

ity of success. Find a 90_ confidence interval for e of the

form [0,e_], ff no "successes" (errors) are observed. To

rephrase the problem, how large can el be so that the
binomial distribution with parameter e_ has probability .1

of having no successes occur in 3000 trials?

Since e_ is small, we can use the Poisson approximation

to the binomial distribution (Ref. 38, p. 146): the prob-

ability of no successes in n trials when the probability of

success e_ is approximated, for large n and small e_, by
e -he,. Thus, we solve e -3°°°.1:0.1, 3000el--2.3026,

el = 7.7 )< 10 -4. Since eo was 6 X 10-4, the binomial

method is worse than the extreme-value method (in the

sense of confidence interval length) by a factor of 1.3,
when no errors are counted.

A more dramatic advantage appears when the true e

is still smaller, say 10 -5. Then the extreme-value method

gives reasonable confidence intervals having some rela-

tion to the true e. But the binomial method keeps giving
the same el = 7.7 )< 10 -4 when no error is observed, re-

gardless of the true el Thus, the error-count loses all power

to distinguish between error rates of 10 -4 and 10 -5 with

3000 samples, whereas the extreme-value theory can eas-

ily distinguish between the two error rates with only

3000 samples. To distinguish 10- 4 and 10 -5 error rates at

the 0.1 level with error-count method, would require a

much larger number of samples, as we now show.

Namely, we require that the e_ for 0.1 level when no

errors are made be less than 10-' Let M samples be

required. Then e -_e, = 0.1, Me_ : 2.3026; but ex < 10-4

so M > 23,026. That is, eight times as many samples are

required by the error-count method as by the extreme-
value method in this instance. The savings are even more

dramatic at lower significance levels (0.01 instead of 0.1),

or at lower error rates. Thus, the reason for adopting

extreme-value theory is dear.

[. Goodness-oHit. In adopting extreme-value theory to

gain its advantages, we make two major assumptions.
The first is not so serious-that the value of N, the num-

ber of samples of the extreme-value distribution available

for estimating the error-probability e, was large enough

to use the asymptotic distribution of the maximum-

likelihood estimators. The N we used was only 30, so
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the question is indeed relevant. However, this question

is attackable analytically, and is not a fundamental ques-

tion on the applicability of the extreme-value distribution.

The more serious question is whether extreme-value

theory holds at all. We have the large number n = 100

of independent samples to choose extremes from. The n

looks large enough, if only the original distribution of

deviations were reasonable. But in the case of the Ranger

Command Detector, the voltage whose distribution is in

question is the output of a highly _--omplicated nonlinear

device, namely, a tuning fork filter. The signal into the

front end of the detector is a certain audio frequency, if

the bit is a 1, plus additive white Gaussian noise. The

output of the tuning fork filter is envelope detected,

sampled, and compared with the threshold Xo. If Xo is
exceeded, the bit is called "1"; if Xo is not exceeded, this
bit is called "0."

Now the behavior of Gaussian processes through non-

linear devices is fairly well-known qualitatively, even

ff the particular form of the distribution cannot be readily

found. Thus, the tails of the distribution can be reason-

ably expected to be of exponential type. Consequently,

extreme-value theory ought to apply.

However, there is a way we can test whether extreme-

value theory holds, so as not to rely too heavily on any

of the above arguments. That is, we can apply a goodness-
o[-fit test to the data to which extreme-value theory

supposedly applies. Such a test tells whether it is reason-

able to assume that a given empirical distribution could

have arisen as N independent samples from an assumed
distribution.

We shall apply a test to the extreme-value distribution
obtained in Part c of this article. There we found

= 8.76 X 10 -s, _ = 3.52, so we test whether the data of

Table 1 can reasonably be assumed to rise from an
extreme-value distribution with a = 8.76 × 10 -8, v = 3.52.

We choose (for reasons expounded in the Harper-Posner

article elsewhere in this volume) to use the distribution-

free one-sided Kolmogorov-Smirnov goodness-of-fit test

(Ref. 38). This test is based on the statistic

o;, = sup [FN(x) -- F (x)],
z

where FN is the sample distribution and F is the assumed

continuous distribution. Thus, Fig. 14 (which is prae-
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Fig. 14. Applying the goodness-of-fit test

tically the same as Fig. 13 with axes interchanged), graphs

FN (x) and F (x). The largest absolute deviation occurs at

x = x_=6_= 460, and D_ = D_o = 0.16 - 0.10 = 0.06. Ac-
cording to the theory in Ref. 39, maximum deviations

this large or larger occur with probability 0.8. That is,

the fit is extremely good-we are directly in the middle
of the acceptance region.

Consequently, the assumption that extreme-value theory

holds for the data of Table 2 is a sound one, and the

analysis of the paper is thereby made credible.

4. The Measurement of Signal Power, 5.M.Cola..i.

a. Introduction. Several methods for measuring the

power of a planetary echo have been applied at the Venus

site. The most accurate ones measure the signal power

in relation to the system noise temperature, as these are

insensitive to variations of receiver gain, and the tem-

perature measurement is quite stable.

One such method employs a keyed signal with the

receiver in the configuration of a radiometer. The stand-

ard radiometer formula then applies, and predicts accu-

rately the precision of the power determination. Another

method makes use of the spectrum of the receiver output.

The spectrum of signal plus noise is compared to a similar

spectrum, but of noise only, and an estimate of the signal-
to-noise ratio is obtained. It is desirable to calculate the

precision of this estimate, and to compare it to the radi-

ometer method. For example, the ratio of signal power

to noise power S/N might be printed by the spectral
analysis program as

S/N = 0.0186 __+
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It is the purpose of this note to derive the value

of _,, and determine its dependence upon the system

parameters.

b. The estimator. Two spectral estimates are available

to compute S/N; the spectrum of signal plus noise P (f),

and the spectrum of noise only Q (f). Examples of these

are shown in Fig. 15. These spectra have been normalized

to unit total power so that they are independent of re-

ceiver gain. Symbolically,

and

s (i) + N if)
P(f)- P_+PN (1)

n (f)
Q(f)- eN' (9)

where S (f) is the signal spectrum, N (f) is the noise spec-

trum, Ps is the signal power and PN is the noise power.

Of course, both S (f) and N (f) contain random fluctuations
about their true value.

An estimate W (f) of the true signal spectrum is

w=P-aQ

where a is a constant to be determined. If a is chosen

properly, W (f) will average zero over those frequency

intervals C for which S (f) is known to be zero. It is

assumed that the maximum frequency spread of S (f) is

known a priori. Thus, a may be determined by:

or

fcw (f) df = fcP (f) df - a f Q (f) df
=0

POWER

DENSITY

Co/2

P(f)

Co/2 --_

0 I

and

FREQUENCY

Fig. 15. Sample spectrograms of signal plus

noise, P, and noise only, Q

1 (4)

c. The performance of the estimator. P and Q (and

therefore S/N) are random variables, so we now derive

the variance of S/N.

The following approximation will be used: if y = y (xx,

x2, • • • , x,,), then the variance of y is approximately

"_'= \_x,/ "_' + \ox,.; "= \_x,./ ="'

evaluated at

e (i) di
a-- (3)

Q (i) df Let

The intervals C are shown in the figure.

Eqs. (1) and (2) may be combined with (3) to give

(in the absence of random fluctuations):

and

PN

a--
Ps + PN '

es= S/N = 1 _ 1,
PN-- a

Xi=Xl, X2=X=, " • " ,x_:'2,,,

where the bar denotes average.

then

x:fo
X

S/N -- 1
Y

__ 0. 2 _

_1_ _ + y y,

Now, the spectrum

K

P(f)=2 N R, cos=if+l,
1=1

(6)
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where R_ are the measured quantities. They are inde-

pendent random variables, all of the same variance a_,

and mean near zero. (The spectrum is assumed almost

fiat.)

fy = P = 2 Ri cos rrif df + df
.=

K

y = 2 R RiCi + Co
i=l

where

C_ = f; cos rif df

It follows that

= Co (7)

!t 2 = 4 _,, RiR s CiCj + C2o
11

= 4R R_C_ + Co,
i

and

K

4 = 4._ X c_ (8)
i=1

If one now assumes that the signal-to-noise ratio is small,

then

a_ _ ,_ and x _ y.

Substituting these into the expression a_/N, Eq. (6),
we have

'r_/N = 4._ E C_ (9)
i=l

We now seek to evaluate the terms of Eq. (9). Parsavars 0

theorem may be applied to find o

C_,
i=l

because the C_ are the Fourier coefficients of a function

C, which defines the integration interval. C is shown in

Fig. 16. According to Parsavars theorem,

l
c _(f) df = 2 E c_ + C_

i=1

Co = 2R C_ + Co
i

Co - Co
y, c_ -

2
i

(lO)

a_ is the variance of the autocorrelation function esti-

mate, and is derived in Ref. 40

(2) 2 1 (11)a_ = 2-_B '

where r is the observation time, and B is the bandwidth

of the spectrograms (normalized to B = 1 in Figs. 15

and 16). The factor 7r/2 results from the use of a hard
limiter for the autocorrelator.

Thus, we have for a_/N

_ i 2(1- Co)
2

aSlN = rB Co (12)

The true S/N equals Ps/PN, SO that the system perform-

ance SNR, defined as Ps/P_, divided by aS/N (or post-

detection signal-to-noise ratio), is:

=££F. CoL 1
SNR _r kT L2 (1 - Co)8J '

where k--Boltzmann's constant and T = system noise

temperature.

c(f)

FREQUENCY

Fig. 16. The function C (f), defining the

integration interval

---f
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In order to compare the performance of the spectral

method to the square law method, assume the signal

bandwidth B* occupies half of the spectrometer band-
width B.

Then Co = ½, and

SNR - - 2kT (14)

Eq. (14) is exactly the same as the corresponding equa-
tion for a keyed radiometer (using a hard limiter, to

account for the factor of 2/7r).

Now consider the case where the spectrometer band-

width B can be made much larger than the signal

bandwidth B*. (The spectrometer now requires much

more equipment.) Then

and

C 0 _ 1,

(1 - Co) B _ B*,

so that Eq. (13) becomes

sNn = = kT \2B / (15)

This represents an improvement over the square law

method by a factor of 2_. It must be mentioned, how-

ever, that twice as much data is necessary because there

are two spectra to be taken [e ([) and Q (/)]. In the mono-

static radar case, Q ([) can be measured while the trans-

mitter is on, so that no additional station operating time

is required.

5. Filtering to Maximize Signal-to-Noise Ratios,
R. C. Titsworth

a. Introduction. The Wiener optimum filter provides

that linear estimate of a signal in noise which reduces

the mean-squared-error between filter output and desired

output to its minimum value. There always seems to be
confusion as to whether the Wiener filter also maximizes

the output signal-to-noise ratio (SNR). Not that any filter

which maximizes output SNR is a Wiener filter (to the

contrary, it will be only when properly normalized) but

the converse (that a Wiener filter maximizes output SNR)
is true, and this article provides a simple proof.

b. Output signal.to.noise ratios. Let s (t) and n (t) be

two independent stationary time series whose sum

x (t) = s (t) + n (t) is presented to a linear filter H (s). We

often refer to s (t) as the input signal, and n (t) as the

input noise. The filter output we shall denote by y (t).

Let us now suppose that there is some unit-variance

stationary process z (t), possibly scaled down, and pos-
sibly not even present at all, which we desire to see in

the output y (t). Everything else in the output is noise,

as far as we are concerned, whether related to z (t) by

some statistic, or not. That is, we wish to express y (t) as

y (t) =/_z (t) + N (t)

where N (t) and z (t) are uncorrelated. It is then clear
that

t* = E [y (t) z (t)]

It is worthwhile to point out that the output of the

filter is often expressed y (t) = z (t) + e (t) in which z (t)

and the error E (t) are not independent.

The mean-squared output is

2 = g2 + cry,(7 v

and it follows that the ratio of powers in the signal and
noise" components of the output is

t,2 /,z 1

- - 1

By including a gain k in H(s), the level of y(t) is

changed, and this effects the error • (t), but not the out-

put SNR, A_. By choice of k, the level of #z (t) can be

made anything desired; hence, for convenience we shall

always choose k so that

y (t) = z (t) + N (t)

This now appears as if N (t) would play the same role

as e (t) in any analyses based on minimizing _,_. But this

is not clearly the case, for e (t) and z (t) are not always

uncorrelated, while N (t) and z (t) are. We have chosen,

purely for convenience, to make _ (t)= N (t), and this

places a constraint on the gain of the filter.

c. Optimizing for maximum SNR. To maximize Xv, we

minimize _,_//,2, or equivalently, we minimize ¢,_ under
the constraint /_ = 1. Define

q_ = _,_ + a (t* -- 1)
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where a is a constant (the Lagrange multiplier). The

values of _,_ and/, are given by (Ref. 41)

f:f:_ _ n_(u-- v)h(u)h(v)dudv

f  az,(u)h(u)du_

Here h (r) is the unit-impulse response of the filter H (s).

Now, let h (r) = ho (r) + _g (r) where h0 (r) is file (gain-

constrained) filter which optimizes the output SNR, and

g (r) is any function zero prior to r --0. Then

_ff _ 1 2

×f:R,,(u-v)ho(v)dv+aRz,(u)]g(u)du_

and since R_¢ (r) is a positive definite function (in the

nonsingular case)

I =2 cog(u)It z(u-v)g(v)dudv >°_2 _=o - -

For ho (v) to be optimum it is necessary that the first

derivative be zero for all g (u); this is possible only when

R_ (z -- v) ho (v) dv = - _ Rz_ (,)

The positive second derivative of ff ensures that the above

equation is both necessary and sufficient for q, to be
minimized.

The last equation is the Wiener-Hopf equation

(Ref. 41) when, = -2 whose solution is the well-known

Wiener filter. We evaluate a by multiplying above by

ho (r) and integrating

1 1
= - = -

Therefore, the filter h_ (r) = 2ho (T)/_ o is the Wiener

optimum filter. Since gain constants do not affect the

output SNR, we conclude that the linear filter which

maximizes output SNR is equivalent to a Wiener opti-

mum i filter _ollowed by an arbitrary gain.

6. Threshold Characferistics in Phase-Locked

Frequency Discriminators, w.c. u,,e,.r

a. Introduction. It is a well-known fact that in com-

munication systems employing frequency modulation and

phase-locked frequency discriminators, the detector out-

put signal-to-noise ratio may be increased (for a given

input signal-to-noise ratio) by increasing the modulation

index until the system reaches threshold. These effects

were investigated in Vol. IV of SPS 37-26 and 37-27 for
three different receiver mechanizations. It was shown

/.... _h,,_/ ........ e loop filter _/-_ ,_n_,,un_ other " "-_"_ ,l.^, ,1. • _o/a,,u the out-

put filter F, (s) (chosen such that the mean-squared phase

and frequency-error were a minimum) were highly

dependent on the signal and additive noise spectral densi-

ties. Hence, it is intuitively obvious that the receiver per-

formance is also highly dependent on these spectral
densities. Here we shall assume the noise to be additive

and white with a single-sided spectral density of No w/cps

and investigate the phase-locked-loop frequency discrimi-
nator threshold characteristic for two classes of stochastic

processes. In what follows we shall refer to these as the

"Maximally Flat" (MF) and "Asymptotically Gaussian"

(AG) processes with spectral densities denoted respec-

tively by S, (_o;k) and Sz (_; k). The threshold (i.e., the

situation where the loop will no longer track the incom-

ing signal) of a phase-locked-loop is extremely difficult

to define analytically; however, experimental results indi-

cate that this corresponds to a total phase-error of ap-

proximately 1 rad _, and that this occurs when the

signal-to-noise ratio referred to the loop bandwidth is

unity.

b. The signaling processes. At the transmitter we pre-

sume to have available two classes of stationary time

series with spectral densities denoted by S_ (_; k) and

S2(_;k), (k = 1,2,''', o0). Class I is taken to be of

the MF form, i.e.,

K1 (k)
S,(o;k)= zk; k=l,2, • • - ,oo (1)

1 + (--_-)

where K_ (k) is a constant which is chosen such that the

time series which it represents has unit variance, i.e.,

co

For the class of MF spectra K, (k) is given by

Kl(k)------ ---=sinc(_k)a (2)
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where we adopt the notation sinc x -- sin x/x. This proc-

ess is both physically reasonable, mathematically con-

venient, and the integer k is a measure of the rate of

spectrum cutoff, e.g., k = 1 corresponds to a dropoff

of 6 db per octave, k -- 2 corresponds to 12 db per oc-
tave, etc. Further, a/2_r may be considered to be the

half-power frequency of the corresponding time series

which we shall denote mkl (t). If k = 1, $1 (0,; 1) is the

spectral density occurring at the output of a resistor-

capacitor (RC) circuit whose input is white Gaussian
noise. For k--o0, we have

which is the ideal low-pass filter of bandwidth a/2rr cps.

Class II processes are taken to be the stationary AG

processes with a spectral density given by

K_ (k)

F
1 + \a--(_] JI

k=-l, 2, • • • ,oo

(3)

and again K2 (k) is adjusted such that

Direct substitution of Eq. (3) into this expression yields
the value

47T

Kz (k) -- a (k)_ B (½, k - ½) (4)

where B (u, v) is the well-known Beta function (Ref. 42).

If k=l, SI(_o;1)=S_(o_;1); but in Eq. (3) as k ap-
proaches infinity, we have

[(a)]lim $2 (o,; k) - 2 (rr)_ exp -- (5)
k-,_ a

which is the Gaussian spectrum. This type of unit-

variance process is rather interesting from the physical

standpoint in that $2 (o_;k) may be generated by passing

white Gaussian noise through k isolated-cascaded RC

networks. For k = oo, the parameter f0 = a/2rr is that

frequency at which the spectrum has decayed to e -1
times the value at _ = 0.

These two classes of random processes are sufficiently

general in that they include a broad class of signaling

spectra encountered in communication engineering. Note

that the two random processes have radically different

frequency components as k becomes large.

c. The threshold characteristic. As already pointed out,

the threshold of a phase-locked-loop (as encountered

in the laboratory) usually occurs when the signal-to-noise

ratio referred to the loop bandwidth is 0 db. This cor-

responds to a total mean-squared-phase-error of approxi-

mately 1 rad _. For this reason (and analytic tractability),

we shall take the threshold of the phase-locked frequency

discriminator (SPS 37-26 and 37-27, Vol. IV) to be the

locus of a point which moves such that the total mean-

squared-phase-error is 1 rad :.

The procedure which we shall use to evaluate the

total mean-squared-phase-error is considerably different

from that employed in the recent issues of Vol. IV. There

we derived the closed-loop frequency-response emp|oy.-

ing linear or quasi-linear phase-locked loop theory. Using

this response and the signal and noise spectral densities,

the total mean-squared-phase- and frequency-errors were
evaluated. Here we shall derive the threshold character-

istic from a seldomly used relationship due to Yovits and

Jackson (Ref. 43) which does not require a knowledge
of individual filter functions. In fact, for k > 2, the loop

and output filters are difficult to determine (except for-

mally) because one encounters a polynomial of the form

,,_n+_ + j + c 2 which appears to be irreducible. For

white noise, Yovits and Jackson have shown that (for

realizable filtering) the Wiener error may be computed
from

_=
_No ]n [1 q- 2N01 Sik ((o)] do;

(6)

where Sik (,o) is the spectral density of the input to the
filter exclusive of the noise. This formula is rather re-

markable in that one may specify the filter performance

without a knowledge of its impulse response. The spec-
tral densities Sik (_,) are related to those of Eqs. (1) and

(3) via the modulation factor K_/,o _, i.e.,

K_ Si (o,;k);S,_ (_) = 7 i=1,2

k= 1,2, - - • ,o0 (7)
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The total mean-squared-phase-error for Class I proc-

esses is found from Eqs. (3), (6), and (7). It is given by

No f_o { 2K_PK 1 (k)_, (k) = -_-_J0 In 1 + n0¢oz [1 + (o,/a)2k]l d_ (8)

To evaluate this integral for general k is a formidable

task; however, it may be numerically integrated on a

general purpose computer with no serious difficulty.

Of particular interest are the cases where k = I and 09.
For k = 1

_1 (1) = Sm_ [(3' - 1) (_, + 1)2] -1 (9)

where m I = Kt/_ = modulation index.

v = [1 + 2m t (P/aNo)_] v* = [1 + 2ra t (R)_]_

R = P/aNo (10)

For k = 09,

Xtan-1[ (27r1 R)W]} (11)

The total mean-squared-phase-error which arises in

filtering Class II processes in the presence of white noise

is found from Eqs. (3) and (6). It is

Nof [ 2PK   /k/ -7a_ (k) = 2=Jo In 1 + oz {1 + [,o/a(k)_]2}_.J d_ (12)

Again the integral may be evaluated in terms of well-

known functions only for special cases; however, numeri-

cal integration again may be used. For k = 1 we have

o-_(1) = o-_(1)

while for k = 09 we find that

1 f0_ II+4(Tr)_Rm_exp(-x2)]dxo2 (09) = _--_-_- In x_

(13)

The threshold characteristics corresponding to the
above cases are

8m_ = (7 -- 1)(7 + 1)z;

"Maximally Flat"

k= 1 _,,Asymptotically Gaussian"

7rR + log (1 + 27rm_R) -_ = (27rm_R)_ tan -_ (27rrr_R)_

_"Maximally
k = 09-_ Flat (14)

and

fo °°
2,rR = In [1 + 4 (rr)_ Rm_ exp (--xZ)/x 2] dx;

S"Asymptotically
k = 09 [ Gaussian"

Plotted in Fig. 17, results indicate just how large mt

may be made at the transmitter at a given signal-to-noise

ratio P/aNo in the channel before the phase-locked fre-

quency discriminator reaches threshold. From this figure
it is clear that the MF spectra yield a better threshold
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characteristic than do the AG spectra. Hence, the output

signal-to-noise ratio will be larger (for a given k, mr and

P/aNo) for the MF processes than for the AG processes.

The important practical conclusion which may be reached

is that the telemetry spectra to be conveyed to the re-

ceiver should be shaped prior to transmission by means

of a Butterworth filter rather than by isolated-cascaded

RC networks. This shaping serves to reduce the threshold

of the phase-locked discriminator, provided the loop fil-

ter F (s) is selected appropriately.

Notice that, for small signal-to-noise ratios in the chan-

nel, the AG process for k -- 1 and oo are relatively close
together and that the discriminator will threshold rather

easily. Under the same channel conditions, the converse

is true for the MF process with k -- _. For 1 < k < oo

other threshold characteristics can lie between the respec-

tive k = 1 and k _-o0 characteristics shown in Fig. 17.

7. Conditional Frequency Uncertainty at

Post-Injection, Preliminary Report,
E. A. Yerman and E. C. Posner

a. Summary. Continuing previous work on spacecraft

frequency acquisition, we consider the problem of acquir-

ing a spacecraft in frequency, when the original dynamic

coordinates are not known precisely, but are subject to

some probability distribution. This report considers ac-
quisition at times later than injection. The idea has been

to produce a saving in frequency search time by condi-

tioning the distribution of dynamic coordinates according
to the look angles of the search antenna, which are known

quantities. The resulting conditional distribution must

have a distribution of frequencies with smaller variance.

This results in less time necessary to search the frequency

uncertainty interval. Previous work indicated a saving
in frequency search time of a factor of two for a slow

lunar trajectory, if the search is begun at injection into

the lunar orbit. In this preliminary report, we announce

that if the search is begun as soon as 10 min after injec-

tion, the saving jumps to a factor of more than 10. Thus,

this method of saving frequency search time holds forth

great possibilities of speeding search.

b. Review. Previous JPL work on the subject of speed-

ing frequency acquisition by the use of conditional

distributions has recently appeared (Refs. 44 through 46).

The model considered there was of the following type.
Consider a Newtonian orbit, such as would be obtained

on the last phase of a slow lunar trajectory. At the instant

of injection of the spacecraft into this Newtonian orbit,

our knowledge of the six dynamical parameters determin-

ing its orbit is not precise; this is due, for example, to

slight errors in the guidance system, as well as other

uncertainties of burn time, atmospheric drag, etc. How-

ever, our knowledge is thought to be sufficiently precise

so that the location of the spacecraft in phase space at

injection can be described by a probability distribution

-a multivariate normal distribution on the six dynamical

parameters, with known covariance matrix. This is pos-

sible partly because the uncertainties involved are ex-

tremely small relative to the parameters themselves.

One then searches for the spacecraft by moving the

antenna and then searching for the spacecraft tran-

sponder frequency by moving the receiver VCO. (Fre-

quency uncertainty arises from velocity uncertainty via

the doppler effect applied to the radial component of

spacecraft velocity.) One would search the more likely

places in space first, but the frequency search proceeds

with a stopped antenna. Thus, two dynamical parameters

are known while the frequency search is being con-

ducted: namely, the two look angles of the antenna. So

the original distribution of six dynamic parameters is con-

ditioned by the knowledge of two parameters. The result-

ing four-dimensional conditional distribution results in a

distribution of returning transponder frequency more
tightly concentrated about its mean, since the uncondi-
tioned six-dimensional distribution has to take into ac-

count all possible positions of the spacecraft on the

celestial sphere, whereas the conditional four-dimensional

distribution has a unique position on the celestial sphere
to take into account.

Consequently, one expects a reduction in the average

time necessary to acquire the spacecraft in frequency.

In Refs. 45 and 46, this saving was found to be a factor

of almost two for a typical slow lunar trajectory, if one

is searching at injection.

However, the spacecraft may not have been visible at

injection, or the spacecraft may not have been found
for some other reason. It thus becomes relevant to ask

what the frequency search time saving would be if the

search is carried out after injection. This preliminary

report initiates such a task. A saving at 10 rain after

injection of a factor of ten has been found for a par-

ticular slow lunar trajectory. This larger saving is con-

sistent with what can be qualitatively predicted in

advance, since as time goes on, the original probability

distribution spreads out, so that a larger reduction in

variance is expected due to conditioning.
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c. Post-iniection error distributions in spherical coordi-

nates. In Refs. 44 and 45 the geocentric coordinates and

station-centered spherical coordinates used in this study

are defined, as well as the various terms from dynamics

used below. In addition, an approximating linear trans-
formation was derived which enables one to obtain the

covariance matrix in station-centered spherical coordi-

nates at some arbitrary time when given the covariance

matrix in geocentric coordinates at that time. The pur-

pose of the present preliminary report is to announce

the reductions in uncertainty obtained by assuming the

look angles (position variables on the station-centered

celestial sphere) to be known at postinjection times; the

results at injection have already been done in Ref. 45.

The geocentric phase of a lunar trajectory is comprised

of two parts. One is the preinjection portion which con-

tains the parking orbit and the second is an ellipse with

eccentricity related to the time required to reach the

Moon (Ref. 47). Given the covariance matrix of the six

dynamical geocentric coordinates at injection, there exists

an approximating linear transformation (derived in

Ref. 47 by which errors can be mapped along the ellipti-

cal postinjection trajectory to that orbital position cor-

responding to the postinjection time of interest. The

related covariance matrix in geocentric coordinates can
then be obtained.

By means of transformations we derived in Ref. 45,

the new covariance matrix in geocentric coordinates is

then transformed to the corresponding covariance matrix

in the six station-centered spherical coordinates. The look

angles are then assumed known. This conditioning leads

to a conditional distribution in the remaining four station-

centered spherical coordinates. The reduction in the

standard deviation of the normally distributed radial

velocity due to this conditioning is then obtainable using

standard statistical techniques, as we did in Ref. 47.

d. Preliminary result. At the present time, the required
computations for determination of this reduction at vari-

ous times of interest are being made. A reduction of a

factor of more than 10 has already been obtained for the

time of 10 min after injection for the slow lunar trajectory

considered as an example. (The saving found in Ref. 45

at injection was a factor of 2.)

Finally, as in Ref. 45, once the saving is found, one

also must find the conditional mean of the returning fre-

quency, for this mean determines the center of the

frequency uncertainty interval, whereas the standard de-
viation determines the width. These calculations are also

in progress.

8. Phase-Locked Loop Synchronization with

Nonsinusoidal Signals, s. s. Stiffler

a. Summary. The method of increasing the accuracy

of synchronization by transmitting a number of sinus-

oidal signals and tracking them at the receiver with

phase-locked loops was investigated in Ref. 48. It was

shown that the synchronization error decreased as the

number of sinusoids was increased up to a certain num-

ber. Further increase in the number of sinusoids beyond

that point caused an increase in the over-all error. In this

article, synchronization using nonsinusoidal signals is

investigated. It is shown that the effective signal power

using a nonsinusoidal signal is increased over that using
a sinusoid signal by a factor of XT/2_, where X is the

slope of the normalized autocorrelation function of the

synchronizing signal in the region of lock and T is

the period of the signal.

Several other constraints, however, besides the phase
error make it difficult to specify an optimum synchroniz-

ing signal: the lock-up time and the possibility of ambig-
uous lock-in points are significant. Therefore, several

approaches to the selection of a synchronizing waveform
are considered. Since one particularly fruitful method has

been the use of pseudonoise (PN) sequences, these are

analyzed in some detail. It is shown that the phase error
decreases as the % power of the length of the sequence

when the period is held fixed. The lock-in region, how-

ever, decreases linearly with the sequence length. Con-

sequently, the sequence length and hence the ranging
accuracy are limited. An expression for this limit is de-

rived as a function of the signal-to-noise ratio.

b. Introduction. The phase-locked loop is an autocorre-

lation detector. That is, if a waveform Af (t) is expected,

the VCO produces a waveform f (t + _), forms the prod-

uct of this with the received signal Af (t) + n (t), where

n (t) represents additive noise, and uses the filtered result

to determine subsequent strategy. Suppose [ (t) is some

arbitrary periodic waveform with period T and normal-
ized so that

1 fo r [2(t) dt = 1.

Since f (t) is periodic, it may be expanded in a Fourier
series:

f (t) = _ a_ cos (,_t + O.) (1)
n=o
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where <on= 2_n/T.

no dc component

phase information)

Af (t) f (t + r) may

It will be assumed that f (t) contains

(this component would convey no
and, hence, that a0 = 0. The product
be written

af (t) f (t + =
A oo o¢

-_n_=l _=la,amCOS [(°ln -t- "m) t

+ <omr + On + tim]

A oo

+ _-1 m:l_ a_amcos [(,_ - _m)t

which yields, after filtering,

A _o

_" _ a2 cos o>nr ----ARt (z) (2)
n=l

where R I (_) is the autocorrelation function of _ (t).

When the signal f (t) is sinusoidal, and n (t) is white

and Gaussian, it is well-known that the low-frequency

components of the product n (t)f (t + z) also constitute

white Gaussian noise. In addition, since the phase-locked

loop involves an integrator, f (t + _) is necessarily inde-

pendent of the noise at time t. That is f (t ÷ r) is deter-

mined entirely by the signal and the noise prior to the

time instant t; since the noise is white, this past noise is

independent of the noise at time t. Thus,

E (n (t) f (t + r)) = E (n (t)) E (f (t + r))

for all functions f (t).

Consider now the distribution of n (t)f (t) if f (t) is an

arbitrary periodic waveform. First of all let the loop be

preceded by a series of bandpass filters centered about

the frequencies <ol, 2_1, 3_1 • • • and with bandwidths so

that there is no overlapping of the pass-bands of any two

filters. The noise through the i tn filter may be written

ni (t) -- na, (t) cos mt- nb, (t) sin _0,t

as in Ref. 49. Note that the noise out of the i t" filter and

that of the #t" filter, i=t=#, are linearly independent. To

verify this, let

n, (t,) = n (t) - t) dt

and

ns(t._)= f_S n(t)hs(t2- t)dt

where hi (t) is the impulse response of the i th filter. Then

But

'<or"f;E {ni (t,) n s (t:)} = 2 J-_o hi (t, - t)

X h s (t2 - u) 8 (t - u) du dt

No ft,
= --_j__ h, (tl - t) hs (t_ - t) dt

f +jco
hs (tz - t) = 2rrjd_j_ Hs (s) e _t_-t> ds

and hence

=1 Nof +;-.,
E (ni (t,) n s (tz)} 2rj 2 d-s:

xf_hi(tx-t)e, tt,-t"tt_-t,'dtds

1 No/+J_ (s) e"(t=-t')
--27rj 2L: Hs(s) H 7 ds=0

(3)

since either H s (#<o) or Hi (j_) or both are zero for all
values of o>.

Clearly, the only low-frequency contribution at the

loop input due to the output of the i th filter is that ob-

tained by multiplying it by the i th frequency component

of f (t + r). Thus, the phase jitter at the loop output due

to the noise through the i th filter is Gaussianly distributed
with the variance a_,az_where a_ is power in the i tn har-

monic of the VCO output f (t + r), and a2 = NoBL with

BL the noise bandwidth of the loop and No the single-

sided spectral density. Since

l for fz (t) dt = 1 = E a'.', (4)
i

then the total variance of the input noise f (t + r) n (t) is

E a_a_ = a_ = NoBL. (5)
i

Evidently, the total phase jitter is Gaussianly distributed

since it is the sum of independent Gaussianly distrib-

uted components. The bandwidths of each filter may be

as large as desired (so long as they do not overlap), which

effectively eliminates the need for any prefilters at all.

In the case of a waveform f (t) the amplitude of which

is always one of two values, plus one or minus one, the

fact that the noise has the same statistical properties after
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being multiplied by f (t + r) as before is obvious. The

distributions of n (t) and - n (t) are exactly the same and,

since n (t) and n (t + _) are independent for all E :/= 0, it

is clearly impossible to tell whether n (t) or -n (t) is at

the input, and there is no way of determining when the

sign is changed. Thus, the noise statistics certainly remain

unaltered in this case. The argument of the preceding

paragraphs states that this same conclusion is true for

any periodic waveform f (t). Intuitively, f (t + r) n (t)

simply represents a frequency shift of the white noise,

which, because it is white, leaves it unaltered.

c. The "maximum" phase-error. If the average power

in f (t) is unity, then, it has been argued, the noise spectral

density remains fiat and of the same amplitude as before.

If, in addition, it can be assumed that the linear model

of the phase-locked loop is satisfactory over some range
T/4 -- r' _--r _--T/4 + r', then the analysis of the loop is

the same regardless of the particular waveform f (t).

Analysis of the linear model of the second-order phase-

locked loop yields the result that the phase jitter is

Gaussian and of the form (Ref. 50)

BLNo
a2 -- rad 2 (6)

P_

where BL is the loop bandwidth. The maximum transient

lag at the loop output due to an input frequency step of

magnitude Ao radians/sec can be shown to be (Ref. 48)

3Ao)e-_r/4
-- rad (7)

ema_ -- 4 (2)_ BL

This result pertains to the situation in which Aof (t) is

a sinusoid with amplitude 2_ Ao = 2_ P_. Then

27rr 2at

AoRt(r+T/4)=e_sin T _ T e_r--)'°r

where )to -- 27r/T (P_) is the slope of the cross-correlaVion
between the received signal and its normalized replica

at the point r = T/4. If the signal in question has some

other slope )` in the linear range of operation, then the

effective signal power is

Pell \2_/ (8)

since this is the amount of power necessary to produce

the same result with a sinusoid. Consequently, Pc may be

replaced by this quantity in Eq. (6). Proceeding as in

Ref. 48, it is possible to determine an optimum value

of BL, where by optimum is meant that value which mini-

mizes the probability of loss of lock at the point of

maximum transient error. As in Ref. 48, this probability is

proportional to the value of k such that em_ ÷ ka = con-

stant where the constant is that value, in radians, at

which the loop loses lock. If k is sufficiently large (say

4 or 5), then the probability of loss of lock is generally

satisfactorily small.

Using Eqs. (6), (7), and (8), it follows that

3,a,oe -_/_ 2rkB_ N_
emo_ + k_ - 4 (2)_ BL + TX (9)

Differentiating with respect to BL and equating the result

to zero yields the condition that

= V3e-,/4 )` A_____l_
BL L2 (2)_ kN_ _ _]

and, consequently, that

(10)

ema_ 3/2k _ _= [ 3e-=/* k2N°_A_°q _+kq= ( )3/2/2(2) _ _ .]

(11)

The phase jitter itself has the form

NoBL,o_
_2 -- )`z (rad) 2 (12)

and, hence, both the maximum lag and the rms value of

the phase jitter are inversely proportional to the % power

of the slope )` of the autocorrelation function at the point

r -= T/4. (BL is proportional to )`_.) Clearly, it is desirable

to use a waveform f (t) with the property that the deriva-

tive of its autocorrelation function is as large as possible

over the linear range about r = T/4.

If this were the only criterion, however, the problem

could be solved rather simply. Since

ttlen

A 0o

AR t (r) = -_- _ a_ cos o_r

= - _- Z --_--a4 sin -_- (13)
aT 7=T/4 n=o

and the optimum solution would be to put all the power

in the frequency component n = 41 + 1 for the largest

possible value of I. (If n = 41 + 3, )` is positive, and the
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loop could not lock at the desired point.) The factors

limiting the value of l in this situation are quite dear.

Since the linear portion of the signal f (t) decreases in

inverse proportion to the frequency and hence to I while

the maximum lead or lag decreases inversely to l_, the

probability of loss-of-lock increases as l increases. For

some value of l, therefore, this probability becomes un-

acceptably large. But an even more fundamental limita-
tion on the value of I is noted by observing that there are

now n positions at which the loop may lock and there is

no way of distinguishing one from another. The multiple

loop technique of Ref. 48 was introduced to overcome

this difficulty. If only one loop is to be used, the solution
is not that simple.

Three conditions must obtain:

(1) The autocorrelation function must be linear over

a sufficient range.

(2) There are no ambiguities in the lock-in position

or, more exactly, the lock-in-time is as short as

possible.

(3) The slope is as large as possible near the lock-in

position.

An optimum solution becomes extremely difficult in this

situation since the relative importance of these three

criteria is questionable and the desired realizable auto-
correlation can seldom be specified.

As an example of the effect of including higher har-

monics, consider the case in which ai = 0 for all i except

i = 1 and 5. (Note that the even values of i make no con-

tribution to the slope at r -- T/4 and the slope is actually

decreased due to the terms in which i = 3 (mod 4).) Then

A{ 2rr 10r }AR t (z) = -_ a_ cos T r + a_ cos T z

It is easily verified that R t (z) will be non-negative for

- T/4 _-- • _-- 3T/4 if

2rr T 10_" T Ia cosTT 6 a eos-T--i- 6

or

7T
a2 _ a2

5 --,_1 COS 5

Hence, there will be no ambiguity concerning the lock-in

position if this inequality holds. (Note, however, that the

lock-in time may still be intolerably large.) The time
function f (t) is then

f (t) = al cos (_oxt + 0x) + a5 cos (o)st + 8_)

where

This last condition on a_ + a_ combined with the equality

a2 = a_ cos rr/5 yield the result that

2
a2 _

7T

1 +cos_

and

7T

2 cos -ff
a_--

7r

1 + cos

The slope of the autocorrelation function evaluated at

r = T/4 is

T ,/2 {ax_+ 5a_}.

The ratio of the maximum error (era 2 + k(r2) in this case

to that (eml A-k(rl) resulting when all the power is put
in the fundamental is given by the inverse ratio of the

power of the slopes in the two cases:

I//2rr\ _A 2

e,,_ +k_, \X2/ Lt__ ) ..__(a[+5a_) z

= 0.36

It should again be mentioned that, in addition to the
increased lock-in time using the method discussed here,

it is also necessary if the loop is to stay in lock that noise

jitter remain small compared to rr/10 radians as opposed

to 7r/2 radians when the fundamental above is used.
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Since the maximum error has not decreased correspond-

ingly, this technique can be used only in higher signal-
to-noise ratio situations.

d. Pseudonoise synchronization. The synchronization

schemes which have been discussed have implicitly as-

sumed the use of a phase-locked loop exclusively. The

waveform was to be such that the loop, or ensemble of

loops, would automatically determine the lock-in posi-

tion and track that position so long as the transient

behavior of the signal remained within certain bounds.

The relatively rapid lock-in characteristics of the loops

plus their tracking ability give them definite advantages

for this type of synchronization problem.

constant term, and hence the same bandwidth (assum-

ing, of course, that the symbol period of the PN sequence

is equal to the time duration of the pulse.) The advantage

of the PN sequence rests in the fact that energy can be

transmitted at a constant level as opposed to the short

burst of energy required by the single pulse.

Suppose, now, that a PN sequence is being used to

establish synchronism and that, indeed, synchronization

1_.. 11..... 1._." " ._11 " ph,ao _,_,_,, o_,ta,ncd. It IS ouu convement to use a ase-

locked loop to track the phase variations of the received

signal. The autocorrelation function of the signal is

periodic and of the form

This technique for acquiring lock, as has been ob-

served, necessitates a waveform, the autocorrelation func-

tion R (r) of which is positive over r0 < r < r0 + T/2 and

negative over the rest of the period, r0 + T/2 < r < r0 + T.

However, another type of waveform is often used in

synchronization devices. A waveform is generated with

the property that its autocorrelation function is every-

where small, except over a narrow region near r--0.

The detection process consists of observing the cross-

correlation between the received signal y (t) and a locally

generated replica x (t) for all values of r, and determining

that unique region for which R_y (r) is large.

That such waveforms can be constructed is evident

enough. A narrow pulse of energy, periodically repeated

or not, is one example of a signal of this sort. PN se-

quences provide another example of such a class of wave-

forms. Both the periodic pulse and the PN sequences

have the same autocorrelation function, aside from a

The cross-correlation function

__Rtl(rT ) ____Rt(r+T)=I

I Irl(n+ 1'_

1- T\ n ] -T<r<T

RI(r) = 1 T < r < (n-- 1) T (14)
n

where the symbol period is T and there are n symbols in

the sequence. The phase-locked loop is designed to track

nulls in the autocorrelation function, but since the auto-

correlation function, in this case, is not symmetrical about

R r (r)= 0, the signal power is not effectively used by

the loop; the loop would relatively easily drop out of

lock. Generally, however, the VCO is used to generate

not f (t + r) but rather

1(T) 1 (T)-_f t+r-- T +-_f t+r+ .

2n 1+

n+l r T T

n T -- _-< r <_-

2n 1-- y< r <--_-

nT nT
0 otherwise in the period - _ < r <

(15)
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results, which/s symmetrical about the null. The slope A

of this cross-correlation function in the linear region

about r = 0 is A (n + 1/nT) and the region of linearity

extends over the range -T/2 < r < T/2. The effective

power is thus

nT.__X.A= pc[n + 1_ 2 (16)

where Pc = A z is the power in the received signal.

The maximum error, then, is proportional to (1/n + 1)_,
since

3 F3e-'/' _No_(2r__)2h,oq_
+ = y / 9 eo (n + 1)2 / (17)

On the other hand, the region of linearity is proportional

to 27r/n radians or to T = To/n seconds where To is the

period of the sequence. Since the maximum error de-

creases more slowly than the region of linearity, there

is an upper bound on the length of the sequence which

can profitably be used. Since, for satisfactory operation

27T

e,_ + ka = -- (18)
n

for sufficiently large k, then

3[3e-'/' k2_NoA_.]_ (n + 1)_
2 / 2(2)1 2 ec j n

or

2(2) 2.ecn _ 3e -_/4 k 2No h_ (19)

The error resulting from the use of a PN sequence

(the results are essentially the same for a single pulse

of width To�n) is (27r/n + 1) 2/3 times as great as that

encountered in using a sinusoid of the same period under

the same conditions. The maximum value of n, however,

is limited by Eq. (19). Thus, for a PN sequence of opti-

mum length given by Eq. (19), the maximum error in

radians is, from Eq. (18) given by

3) e -=/4 No Ao_e,,,o_ + ka = -- k 2
2_ Pc

which is just the cube of the error which would be ob-

tained by using a sinusoid of the same power and fre-

quency (Ref. 48).

Before concluding the consideration of different syn-
chronization waveforms [ (t) it is well to comment on the

use of another commonly used signal, the square wave.

The square wave autocorrelation function is, in the region

of interest,

(ARt r + -- T r - -_---r--_- (20)

where T is its period. Its effective power vis "a vis a si-

nusoid is therefore (2/rr) 2Pc, an apparent disadvantage.

Nevertheless, in many practical situations the efficiency

or convenience of using a square wave more than offsets

this slight disadvantage. It is interesting to note that the

autocorrelation function of the square wave, as for the PN

sequence, is strictly linear over the region of interest.

This is not particularly an advantage so far as perform-
ance is concerned, but it does allow a more precise

analysis, removing the necessity for one of the approxi-
mations.

D. Coding Theory

R. Block, W. B. Kendall, and T.O. Anderson

1. Applkation of Matrix Methods of Constant-

Distance Codes and Code Equivalences, R. alo_k

a. Introduction. The most recent JPL work on constant-

distance codes and groups of collineations of codes is

reported in Ref. 51. In the present note, applications of
some matrix methods are made to obtain some further

results. In particular, constant-distance codes with the

number of words equal to the length are investigated, as

well as constant-distance codes with a group of collinea-

tions having the same number of orbits on the words as

on the places. Number-theoretic necessary conditions are
given for the existence of such objects.

b. Quadratic forms. Let M be a w X l matrix of + l's
and -l's whose rows form a code of constant distance

d>0. Then MM'=2dI+(l-2d)], where ] is the
w X w matrix all of whose entries are + 1. The determi-

nant of MM' is (2d) w-_ [2d + w (l - 2d)]. If det MM" : O,

then w = 2d/(2d - l). It follows that if w > l, then

w = l + 1; otherwise, one would obtain a contradictory

equality by deleting one word.

Now consider the case w = l, and call such codes

square constant-distance codes. If det MM': O, then

l 2 = 2d (l - 1), a contradiction. Hence M is nonsingular,

and the matrices I and B = 2dI + (l - 2d) ] are rationally
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congruent. Hence the Hasse-Minkowski Theory (Ref. 52) 1

applies, and says that det B is a square and that the

Hasse invariant cp (B) = 1 for all primes p. (See, for ex-

ample, Ref. 52 and footnote 1.) But, for all odd primes p,

c, (B) = (2d, - l_w_w-./2

X (2d, w)p (-w (2d) w-l, 2d + w (w - 2d))p,

where (a, b)p is the Hilbert symbol. (See Lemma 3.1 of

Ref. 52.) Hence one obtains the following result:

Theorem 1. If a square constant-distance code of

length I and distance d exists, then l' -2dl + 2d is a

square if I is odd, and 2d (1j - 2dl + 2d) is a square if I is

even. Moreover, for every odd prime p: 1) if l _ 1 (mod 4),

then (2d, l)p = I; 2) if l_3(mod4), then (2d, -l)p = 1;

3) if l-_ 2 (mod 4), then (2d, l_ - 2dl + 2d)p = 1, and

hence if p --_ 3 (mod 4) and the highest power of p divid-

ing d is pa, then q is even; that is, d is a sum of two

squares.

In case l_-_0 (mod 4), one gets ( -2d,12 - 2d/+ 2d)p = 1,

but this gives no new condition. One may compute the

Hilbert symbols as follows: if p is odd and a, b are prime

to p, then (pqa, prb)p = (- l lp)qr(alp)'(blp)q, where (x IP)

is the Legendre symbol ( -4-1 or - 1 according as x is or is

not a quadratic residue of p).

It may also be noted that in any constant-distance

code with w > 2, d is even, as may be seen by computing

the number of -4-l's in common to pairs of rows.

An interesting special case of the square constant-
distance codes is that in which all columns of M have

the same number of + l's. The inverse of B has the form

(2d) -11 + c] for some c, and since M (M'B -1) =I = M'B-aM,

one has M'M = 2dI + 2dcM'lM. But since all column

sums are a constant, say b, ]M=b]= M'] and
M'M = 2dI + 2b2cdl. Hence, the columns of M also

form a constant-distance code, any two columns have
the same number of + l's in common and M is the inci-

dence matrix of a (v, k, X) system (written with + 1 and

-1 instead of 1 and 0).

The above suggests applying the Hasse-Minkowski

theory to the matrix A obtained by replacing the + 1

and 0 of the incidence matrix of a (v, k,)Q-system by

r and s. For this matrix, one then has AA' = aI + b] = B,

where a = (k - )_) (r - s) 2 and

b = kr 2 + 2(k- k) rs + (v - 2k + k) sL

_See also "Combinatorial Analysis" by Marshall Hall, Jr., CIT
Course Notes, 1962.

Then a + bv= [kr + (v - k) s] z. Since a/(k-- k) and

a + bv are squares, one gets just the classical result upon

looking at det B and the Hasse invariants Cp(B).

c. CoUineations. Now let M be a w X l matrix with a

group G of collineations of order m. Then by Ref. 50,
ul_u2+w-r and u2Lul+l--r, where ul and u2
are the number of orbits on the rows and columns and

r is the rank. This case in which ul--u2=u and

MM'= aI + b] (for some a,b) will be examined.

Number the orbits on the rows and on the columns

from 1 to u. Let qii be the sum over the rows in the ith

row orbit of the entries in a column of the i th column

orbit; this integer q_j depends only on i and i and not

on the particular column chosen in the jth orbit. Let

aij = q_/Pi where pi is the number of rows in the ith

row-orbit. Then A = (aij) is a u X u matrix. Counting

in two ways the sum over all columns of the product

of the sums over the rows in the i th and jth row-orbits,
one has

_, qikqjkck = bpipj + 8_ip_a,
k

where ck is the number of columns in the k th column

orbit. Hence ACA'--B where C is a u X u diagonal

matrix with ck in the k th diagonal position, and B is

a matrix with b in the off-diagonal positions and with

b + (a/pi) in the i th diagonal position.

Now the theory of rational congruence of quadratic

forms may be applied to this equation. The most interest-

ing case is that in which M is the incidence matrix of a

(v, k, X)-system, but with + 1 and 0 replaced by r and s.

Also suppose the collineation group G is standard, that

is, every nonidentity element of G fixes the same set of

points and lines (which will in particular be the case

if G is cyclic of prime order). Let N be the number of

fixed points, n = k- ), and t = (v- N)/m. Then it is

proved in Ref. 52, using the (1, 0) case, that one must have

(n,--1_ _t+_-1'/2 (n,m)_ +1 (n,_.)p = +1.

With (r, s) in place of (1, 0) it may be verified that the

computations in Ref. 52 go through with (a, b) in place

of (n,A). (This computation depends on the fact that

b(v-N)+(a+bN) is a square.) The result is that

(n, X)_ = (a, b)v for all odd p. But (a, b)u = (n, b)p, so one

must examine (n, kb)p. But one may verify that

xb= [Xr+(k-X)s]2-ns 2.
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Hence, the equation nx" + Xby e = z_-has a nontrivial so-

lution in integers, which implies that (n, xb)p = + 1 for

all p. Thus, the theory for the (r,s) case reduces to the

known (1, 0) case, and so gives no new condition (unfor-

tunately).

Now consider the case in which the rows of M form

a constant-distance code, so that a = 2d and b = l - 2d,

and with G a standard collineation group. Then apply-

ing the theory of rational congruence to the equation

ACA' = B, one has a condition cl, (B1) c_ (B._,)(d_, d...)_,= + 1

as in Ref. 52, p. 291, where n is replaced by 2d and 2_

by 1- 2d. The terms involving a ÷ bw must now be

taken into account, and the expression does not simplify
so much as is the case in Ref. 52.

A special case, however, is readily accessible. Suppose
each row orbit has the same number rl of elements and

each column orbit has the same number re of elements.

(This will be the case, for example, if G is generated by a

collineation of prime order without fixed row or column.)

Then the equation ACA' = B gives rl r..,AA' = aI + brl],

and hence 2dI + rl (l- 2d)] is rationally congruent to

rl r_,I. If u is odd, a necessary condition for this is that

the equation 2dr1 r.,.x '_+ ( - 1) t re (/- 2d) ye = z _ have a

nontrivial solution in integers, i.e., that

(2dr1 r_, (- 1)' r., (1 - 2d)),, = + 1

for all p, where t = (u - 1)/2.

The above results on the orbits of eollineation groups

do not really require the existence of a collineation

group, but only of a decomposition of the set of rows

of M into a disjoint union of row classes R1, • - • , R, l,

and of the set of columns into a disjoint union of col-

umn classes Ca,''',Cu._, such that the sum of the
entries in a column in Cj over the rows in Ri is a con-

stant sij (not depending on the particular column in Cj).

Under this assumption, without any hypothesis about

distance, one has the following result.

Theorem 2. If the w )< I matrix M has a decomposition
as above, then u, _ u_ + w - r, where r is the rank of M.

Proof. Let S be the u_ X ue matrix (sii), and let r' be

the rank of S. If one deletes some w - r rows of M, the

remaining r rows are linearly independent, and these r
rows include all the rows in at least u_- (w- r) row

classes. The rows of S corresponding to these row classes

must then be independent also. Hence u_ - (w-r)_r'_u..,,

and this proves the theorem.

Of course one gets a symmetric theorem by interchang-

ing the role of rows and columns. This theorem general-
izes Theorem 1 of Ref. 51, and is valid over any field

whatsoever. Also one may replace the condition that "the

sums of columns in C_ over rows in R_ be constant" by
the condition that "some fixed linear combination, de-

pending on i but not on j, be constant."

2. A Comparison of the Fano-Shannon Algorithm
versus the Huffman Algorithm for Coding a
Five-Symbol Information Source into a
Binary Alphabet, w 8 Kendall

One of the earliest methods proposed for constructing

a minimum redundancy binary code for a discrete infor-

mation source is the Fano-Shannon algorithm, which

requires that the source symbols first be arranged in order
of nondecreasing probability, and then that they be

divided into upper and lower groups such that the prob-

abilities of the two groups are as near 0.5 as is possible.

One of the two binary symbols is assigned to each sub-

group, and the procedure is continued until each source

symbol is in a different subgroup. The sequence of binary

symbols assigned to a source symbol as the groups to

which it belongs are divided is then the code word for

that symbol. The motivation for the use of this algorithm
is that there will be no redundancy in the resulting code

if successive binary symbols are equiprobable and statis-

tically independent, and this construction tends to pro-
duce such a code.

A code which actually has minimum redundancy is

Huffman's code (Ref. 53), and it is constructed (Ref. 54)

by combining the two least probable symbols into a

single symbol, and repeating this reduction procedure

until only two symbols remain. Then one of the two

binary symbols is assigned to be the code word for each

of these reduced symbols, and the code for the symbols

of the preceding reduction is obtained by adding one of

the two binary symbols to the code word which was

formed from the two least probable words of the pre-

ceding reduction. This is continued until code words are

obtained for the original unreduced source.

An interesting problem is to find the simplest example

for which these two algorithms produce nontrivially

different codes. The first possibility is a source with four

symbols, since for two and three symbols there is only

one nontrivially different code. But it is easily shown

that the two algorithms give the same code for any four-

symbol source. For five symbols there are three non-

trivially different codes, and the inequalities on the five

234



JPL SPACE PROGRAMS SUMMARY NO. 37-28, VOL. IV

Table 3. Inequalities which must be satisfied by the symbol probabilities for the two algorithms

to give the three possible codes a

Code No.

Code and code tree

Inequalities for Fano--Shannon
code

A0

B 10 ABc_
C 110

D 1110

E 1111 D E

A0

B 100 A_NN) NC 101

D 110 B C D E

E 111

Pc+Po+Pe<PA

Po + PE < PB

AO0

B 01 A_N2 xC 10

D 110 D E

E 111

Pc + Po + Pe < PA

Po + PE _ Pn

Pc + Po + PE < PA Po + P_ > PB
Inequalitiesfor Huffman code

Po + PE < P.

I
Pc + PD + Pe>P._

Pc + Po + PE > PA

Po + P_ < Pn

¢ The only possibility for the algorithms to simultaneously give different codes is shown by the arrow. We assume 1 _> PA _'PB _'Pc _'PD _ PK > O.

symbol probabilities which determine which of the codes

the Fano--Shannon and Huffman algorithms give are

shown in Table 3. Note that there is only one possibility

for the two algorithms to give different codes, viz.,

Po + PE > P8 and Pc + Po + P_ > PA. Then the mini-

mum redundancy (Huffman) code is No. 2, while the

Fano-Shannon algorithm gives code No. 3. Intuitively

it seems that the difference in the average lengths of the

words in the two codes (called the difference in "lengths"

of the two codes) is maximized when the inequality

Po + PE > PB is made as strong as possible under the

constraints Pc + Po + P_ > PA and, of course,

1 > PA _PB_Po_'PD_PE > O.

This occurs when PE = Po -- Pc = Pn, and the resulting

probabilities and codes are shown in Table 4. A linear

programming formulation of this maximization problem

Table 4. Symbol probabilities and resulting codes

for maximum difference in code lengths

Symbol Huffman code Fano-Shannon
code

A

B

C

D

E

Probability _

3
0

1
¢- 100

7 4

1
+ 101

7 4

1 ±
+ 4 110

1
t- 111

7 4

00

01

10

110

111

a e.-.¢.O+ .

verifies that these probabilities do indeed give the maxi-

mum difference in the lengths of the two codes.

The redundancy R of a code is defined as

H
R=I---

L

where H is the entropy of the source and L is the length

of the code. The entropy of the source of this limiting

example is 2.126 bits/symbol, and the code lengths are

15

Ln = -_- + 2e (Huffman)

16

LFs- 7 2 (Fano-Shannon)

The resulting redundancies are

Thus, in this case neither code is very redundant, but

the Fano--Shannon code is ten times as redundant as the

Huffman code.

3. Design of a Punctured Cyclic Decoder Using

Threshold Decision Elements, r. o. Anderson

a. Summary. A decoding scheme in which the correla-

tion function is subject to threshold comparison is con-

sidered for use in the decoder for a k-bit punctured-cyclic-
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coder-decoder (Ref. 55). It is shown that by using thresh-

old comparison methods, parallel decoding which is 2e

times as fast as purely digital serial methods is feasible,

with the cost of the parallel threshold system comparable

to that of a serial digital system. The accuracies of the

analog devices needed are shown to be one part in 24 ,

easily obtainable in present equipment for k --- 6.

b. Background. The decoder design described here

was conceived during investigation of the teletype coder-

decoder (Ref. 56). In order not to have to describe all the

various functions in detail, reference is frequently made

to the punctured-cyclic-decoder described in Ref. 55.

The two main ob}ectives in decoder design are to

maintain a high speed of operation, and yet have the

decoding functions implemented with a minimum of

hardware. The design compromises that must be made

then often prove to be choosing between series and

parallel operation.

The time allotted for decoding is assumed to equal one

word time; that is, real-time decoding is considered. Thus,

two serial input registers are envisioned. As one word is

being received, the previous word is being decoded. In a

digital serial decoding procedure (not using any threshold

elements), the received word is compared serially with

each word in the dictionary and the number of bit dis-

agreements for each word is tallied. At the end of this

comparison operation, that dictionary word which caused

the fewest disagreements with the received word is

selected as the original data word. This method is used

in Ref. 55 for the punctured-cyclic-coder.

In this reference the transmitted word is generated

from a shift register that contains the original data word,

and is equipped with a linear feedback network. For k
bits in the data word, the transmitted word in the code
considered in this article contain 24 -1 bits. The test

words are generated in the same manner as is the

transmitted word. Thus, dictionary words for compari-

son are generated by advancing a register, called the

k-register, one step between completed comparison
words. With 2k - 1 test words, each with 2k - 1 serial

bits, the decoding time is then (2 k - 1) 2 clock periods in

the serial system.

c. Parallel decoder using a threshold element. A paral-

lel decoder design using threshold elements will now be

described. Its merits are to be found in the objectives

both of speed of operation and of bulk of hardware

required. The received word is compared with each word
in the dictionary in parallel rather than in series. The

speed of operation will then increase by 2k over the serial

comparison method.

Calculating the number of disagreements for each

word in parallel can be attempted using classical (non-

threshold) digital techniques. Digital parallel weight

functions, however, require prohibitively large amounts

of hardware and too many propagation stages through

functional matrices. In the threshold element system,

however, both the data word and the test word are

assumed to be present in their parallel form. The test

word is generated in parallel by presetting a register

to an3_ word in the dictionary; for each new com-

parison, the register is simply shifted around one step.

The word sync signal will again preset the register and

thereby synchronize the test operation. The weight of

the word disagreement is derived as an analog voltage

from a summing network. The analog voltage is then

subject to a threshold comparison. This combination of

voltage source, summing network, and comparator is the
threshold element mentioned in the title.

d. Detail implementation. The output from each mod 2
circuit between the received word and the test word

controls a solid-state high speed and high-accuracy ana-

log switch. The function of this switch is to connect the

output load resistor to ground or to a reference voltage.

The load resistors (which are all of the same size and

therefore easy to select through balance methods) are

connected to a summing node. This summing node is

one of two inputs to a comparator amplifier. The other

input is a reference voltage representing the maximum

number of errors that the decoder can correct, that is,

24-2 - 1. Assuming that the received word contains no

errors, exactly one of the dictionary words will show no

disagreements, whereas all other dictionary words will

show 2_-1, or half of the received symbols plus one, being

in disagreement. If one error were made, the number of

disagreements for the correct word would either increase

by one or decrease by one, for each test word.

If one continues this reasoning, it soon becomes evident
that if at most 2k-2- 1 errors have been made, the

unique word that results in a disagreement of at most

2k-2 - 1 is the correct word. The reference voltage for

the comparator amplifier shall thus equal the voltage

assigned to the weight 2k-2 - 1, and the comparator shall

be able to distinguish between 2k-2 and 2k-2 - 1. How-

ever, since the 24- 2 weight in this case is made up of 2k- z

increments of weight 2 -k, the accuracy required for this
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digital-to-analog converter network, as well as for the

comparator amplifier, is 2 -k.

The final selection of the correct word shall now be

explained as the block diagram in Fig. 18 is analyzed.

e. Block diagram. Register (A) is a serial entry register.

At word sync, the received word is transferred in parallel

to Register (B), which is an intermediate hold register.

Upon word syne, test word Register (C) is preset to any

fixed word in the dictionary and, thereafter, shifted one

step for each clock pulse. Thus, a new test word is gen-

erated. The test word register is compared with the

parallel hold register on a bit-by-bit basis. The output

from each bit comparison controls an increment in a

digital-to-analog conversion network in which all entries

are of the same weight. The analog output of this network

is compared in the comparator amplifier with a reference

voltage, representing one unit more than one-fourth of

the total weight of the bit comparison network. As dis-

cussed above, only one test word will match the received

word with fewer than a fourth of the bits being in

disagreement.

Whenever this test word of minimum number of dis-

agreements occurs, the (E) portion of the test register (C)

is transferred to the intermediate hold register (F). The

word in the (F) register is then the original word that first
was encoded, then was transmittecl, and that now has
been decoded.

Finally, note that for each decoded word to be present

for a full word time, a second transfer from (F) to the

output register (G) occurs at word sync time.

f. Maximum-likelihood decoding. There is a difference

in decoding ability between the digital serial method and

the parallel threshold detection method described above.

/ /
DATA _ SERIAL ENTRY I'-'-'1 PRESET ON II=/ i, k WORD SYNC

\ \
\

N J
\ x 7

N /

\_\\ // \\

\\ //

J_

MODULO -2

REFERENCE VOLTAGE (R)

T

I
I
I

TEST WORD _j

/ I
/ I

I
I

ON D<R

COMPARATOR

AMPLIFIER I

TRANSFER ON_ _OUTPUTWORD SYNC REGISTER

Fig. 18. Block diagram of cyclic decoder using parallel threshold element
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Namely, the digital method selects the test word that

holds the absolute minimum number of disagreements

between the received word and the decoded word,

whereas the method described above selects the first test

word, if there is any, that causes a disagreement whose

weight is less than a certain threshold level. This threshold

is the number of correetible errors, 2 k-_ -- 1. Errors of

weight greater than 2 k .2_ 1 are merely detected, not

corrected, in the method that has been described up

to here.

But by using an additional register which would tem-

porarily store the outr_ut of each word correlation, the

threshold scheme can be modified to also give the closest

code word to every received word. Namely, the output

of this extra register would control a second digital-to-

analog resistive network, and the output of this second

network would be the second input term to the compara-

tor amplifier. That is, instead of a fixed voltage being

used as a threshold, the smallest previous number of

disagreements with any previous test word would be

the new threshold. The transfer of the data portion of the

test word to the output register, as well as transfer of

the last comparison output to its hold register, would

then occur only if the weight of the present output of

the comparator circuit is smaller than the weight of the

\ \
\ \

\ \

TRANSFER ON _ PARALLEL HOLD
WORD SYNC 1

\
\

\
\

\
\

PRESET ON

WORD SYNC -I I
I I
I I

i iii
.I

I \
I

I

TRANSFER

/
\ /

I
!

MODULO-2

MODULO-2 HOLD

F

)UTPUT
REGISTER

Fig. 19. Block diagram of maximum-likelihood decoder
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code word presently in the added hold register (Fig. 19).

The decoding scheme would then be true maximum

likelihood, as in the serial digital method. The speed

advantage over digital decoding is the same with the

extra hold register, whereas the cost goes up only slightly
over the non-maximum-likelihood threshold element
decoder.

g. Conclusion. Besides being 2_ times faster than a

serial decoder, the parallel threshold decoder design is

very simple in concept. Simplicity in concept is apparent

from the fact that fewer control functions, and conse-

quently fewer timing considerations, are involved in this

design compared to the serial digital design. The con-

ceptual simplicity and the minimum amount of hardware

required for the design described here become even more
apparent when the original code word is not expanded

to its full length, but instead some check bits are punc-

tured, as in Ref. 55. In serial digital decoding of an

unpunctured word, 2 _k clock periods are required; decod-

ing a completely punctured word takes k'2 k clock

periods. With the threshold element decoder, either a

punctured or an unpunctured word requires only 2k clock

periods to decode.

By puncturing check bits, the information rate in-
creases, but in the serial digital decoding scheme of

Ref. 55, the mechanization of this increase becomes

involved. Puncturing of check bits in the threshold design

simply involves a patch cord connection between the

parallel hold register (B) and the modulo 2 circuits (D).
The unused inputs to (D) are simply grounded so that

no disagreements can be registered at these punctured

positions. Fig. 20 shows a detail of pin board program-

ming for punctured positions.

RECEIVED PUNCTURED WORD RECYCLING TEST WORD (UNPUNCTURED)
I

I 7
/ 1

I

7 z7

I

PUNCTURED POSITION

Fig. 20. Detail of pin board programming for punctured positions
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For large k, the serial decoding procedure becomes

prohibitive because of the length of time required, even

though the cost can be held to a reasonable value by

using serial memories. Conversely, the threshold design

becomes costly for large k due to the parallel registers

required. Also, the threshold method is limited to k = 12,

commensurate with the highest accuracy readily obtain-

able with the analog devices used, namely, the digital-to-

analog network, the analog switches, and the comparator

amplifier. This corresponds to an accuracy of 1:2 TM

or 0.025_.

For k larger than 12, high speed decoders can be

designed using combinations of parallel threshold and

serial purely digital schemes. For example, if k = 24,

break the word into two blocks of 12 symbols each. Use

analog to digital converters with the 0.025_ accuracy as
above, to obtain the number of ones in each of the two

blocks of 12. This step is performed exactly without

error, yielding two 12-bit digital numbers. These two

numbers are added digitally exactly, yielding the exact

digital value for the weight of the 24-bit word. Thus,

accuracy limitations of analog devices can be partially

sidestepped.
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